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b. With PTC defined as the rf carrier power output delivered to the
transmission line leading to the duplexer (either in the earth terminal or aboard
the satellite) and PR c defined as the carrier power delivered to the receiver amplifier
input at either the earth terminal or satellite receiver, the ratio TC/PRc can be
called the transmission loss (LT) of a single communications space link.

LTcPTC LT(dB) = 10 log,, (PTc (7.11)

It is convenient to divide LT into the sum of five losses for further study, thus:

LT  = Ls + La + Lr + Lt + Lexr (7.12)

where

Ls  is an isotropic space loss (dB)

Lt  is the loss between the output of the transmitter power amplifier
and the antenna (dB)

La is an absorption loss due to normal (clear) weather (dB)

L. is excess atmospheric absorption loss during periods of rain (dB)

Lr is a loss similar to L, between the receiver antenna input and the
receiver amplifier (dB)

(1) Isotropic free space loss.

(a) For any free space link, the ratio of the power radiated by the transmitter
antenna PT to the power absorbed by the receiving antenna PR (if both antennas
are assumed to be isotropic and in free space) is called the isotropic free space
loss (Ls).

PT~
L s  P R

PRP

Ls(dB) = 10 logo 'RR) (7.13)
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(b) This isotropic free space loss is related quantitatively to the distance
between the transmitter and receiver and to the frequency, or wavelength, of the
signal. The free space loss formula (para 7-2) has been used to prepare the graph
shown in figure 7-11. It can be seen from this graph that for a distance R of
4.104 km, which is typical of a ground-to-satellite link, and a frequency of 8 GHz
ishf band), the isotropic free space loss is 203 dB. The isotropic loss Ls increases
as the square of both distance and frequency. Expressed as a formula:

= (4rDr)2

Ls(dB) = +92.45 + 20 log f + 20 log Dr (7.14)

where

f is frequency in GHz

Dr is path length in km

(2) .At)nospheric and rain loss.

%a) The atmosphere has a selective absorption of radiation in the microwave
millimeter portions of the spectrum between 109 and 1011 Hz, as diagramed in
figure 7-12. The right-hand curves represent absorption by oxygen and water vapor
which occurs under even the best of conditions; i.e., clear weather. The left-hand
curves represent excess rain loss in the atmosphere when rain or fog formations
are dominant factors. The curves of figure 7-12 have been theoretically derived
and experimentally verified.

(b) The amount of absorption due to water vapor and excess rain loss (Lexr)
varies considerably depending on the weather. Both excess rain loss and clear
weather atmospheric loss (L.) are dependent to some extent on antenna elevation
pointing angle. This is because, at low elevation angles, the radio signal traverses
a longer path through the earth's atmosphere than at high elevation angles. At
an antenna elevation angle of 5 degrees, the path length through the atmosphere
is approximately 50 km ip length. The constituents of atmosphereic absorption
and how they vary with frequency in the case of a 50-km path length are shown
in figure 7-12. Figure 7-13 shows the total one-way clear weather absorption as
a function of frequency for different antenna elevation angles.

(c) Since excess rain loss becomes a factor only during periods of rain or
fog, it is expressed as a percentage of time that it exceeds a certain value. A curve
plotted to show. this type of relationship is known as a distribution curve. Figure
7-14 is a typical distribution curve of excess rainfall attenuation for a relatively
dry climate such as San Diego, California.
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CHAPTER 1

INTRODUCTION

1-1. THE GROWING NEED FOR COMMUNICATIONS. Perhaps the most
spectacular evolution in all branches of technology during the last half century
has occurred in the field of communications. Radio has evolved from an
experimental curiosity to a definite necessity. Since World War 11, advances in
manufacturing techniques and the circuitry design of communications equipment
have led to greater reliability and capability, together with considerable decreases
in size and weight.

a. At the same time the demands made on the techniques and capabilities
of communications have increased enormously. A world population once separated
by weeks, or months, is now only minutes, or at most, hours apart. Peoples and
whole areas that were little more than question marks on maps are now in close
contact with the major population centers of the world. Modern military equipment
and weapons, that permit an army to be moved halfway around the globe in a
matter of hours and strikes to be made against any point on the earth's surface
in minutes, demand an increase in the ability to communicate rapidly and accurately
with such forces, wherever they may be located.

b. The constant need to improve military communications has long been
recognized. Unfortunately, such improvements often have been hampered by the
crowded frequency spectrum, budget limitations, and the regimented pace of the
military to adopt advances in the state-of-the-art. Although the communications
facilities of the various military departments have been able to support their
communications requirements in the past, the predictable demands of the future
will require large-scale improvements to be made more rapidly than in the past.

C. Experience over the past 20 years has shown that the usage rate of both
commercial and military systems increases by approximately 10 percent per year.
Also, when an improved service is offered, the traff ic tends to increase. An example
of the latter is the increase in the number of long-distance telephone calls following
the introduction of direct distance dialing service.

d. New facilities, particularly those for long haul communications, will be
made available in the near future to areas where they are now either inadequate
or nonexistent. This new long haul traffic will constitute an increasing percentage
of the total traffic. Also, the increasing use of data processing equipment and
computers will result in an increase of digital machine-to-machine traffic volume.
This will open new areas and requirements and bring additional users into the
Defense Communications System (DCS).
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e. A significant example of digital traffic growth will be the widespread
use of digitized voice to provide secure voice communications and bulk encryption.
At present, digitized voice with speaker recognition cannot be transmitted within
the standard 4-kHz telephone channel. While digital transmission may require wider
bandwidths, it can use trans-mission media more efficiently and be multiplexed
more cheaply than comparable analog systems. Digital system performance is more
stable and allows better system design than analog systems.

f. The requirements ior pictorial and analog voice communications are
expected to increase gradually. The requirements for digital traffic are, however,
forecast to increase at a rapid rate.

g. The growth in communications is not confined to the military and
commercial systems of the United States. The systems of other countries are
experiencing the same growth of traffic and new fields of technology are making
possible additional communication services. These are adding their demands for
frequencies to those of the existing military and the commercial communications
u se rs.

h . These worldwide demands placed against the limited number of usable
frequencies available are rapidly exhausting the potential for new conventional radio
communication systems. When coupled with the need for increased capability in
military communications systems, the need to develop and implement new systems
becomes even more pressing.

1-2. REQUIREMENTS FOR A MILITARY COMMUNICATIONS SYSTEM.
While many of the requirements to be met by future long haul communications
systems are the same for commercial and military use, the military systems must
generally be more flexible. Military systems must provide communications that will
permit early warning of high-speed attacks; that are reliable, flexible, and secure
for transmitting decisions; and that can maintain absolute control of forces and
weapons in nuclear, limited, or conventional war. In order to meet these
requirements, military long haul communications systems must be reliable,
invulnerable, secure, flexible, and of adequate capacity and quality. These
requirements are discussed below.

a. Reliability. In order for a military communication system to fulfill its
purpose it must be always available. The availability of a system depends on several
interlocking factors; the reliability of the equipment and components employed,
the reliability of the particular communication media employed, and the skill and
knowledge of the personnel operating and maintaining the system. Each of these
availability requirements is important, for reliable equipment is useless without
skilled operating personnel, and skilled operating personnel cannot obtain
dependable performance from poorly designed equipment.

1-2
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(1) The requirements for reliability are much more stringent for a military
system than for a comparable commercial system, for even a brief failure of the
military system might have disastrous political and international consequences.

(2) The military system is often forced to provide this reliability while
operating in a much more difficult environment than would ever be selected for
a commercial system.

b. Invulnerability. A second distinguishing requirement of the military
system as opposed to the purely commercial system is that the military system
must be as invulnerable as possible to overt enemy action. This enemy action may
take various forms, including physical destruction, capture of parts of the system,
or the transmission of high powered jamming signals.

(1) To meet these invulne.-ability requirements, the military system must be
designed and installed so that it can be protected from military action and be
as resistant as possible to physical destruction. This is often accomplished through
the hardening of installation sites. This is not economically feasible for commercial
systems, although some commercial systems have been designed with the survival
of enemy attack in mind.

(2) Provisions for combating jamming must also be included in the military
system. These provisions normally take the form of incorporating, within the
system, an ability to tradeoff system capacity during jamming in order to use
techniques that make the system more resistant to jamming signals. Such equipment
generally requires wider bandwidths than those normally used in commercial
practice and is; therefore, usually incompatible with commercial systems.

C. Security. A third requirement placed on the military system is to deny
enemy access to the information being transmitted. To ensure that the enemy is
unable to decipher the information, encryption techniques are necessary. This
imposes additional requirements on the communications system which are not
normally satisfied by commercial communications systems.

d. Flexibility. Commercial communications systems grow in a fairly
predictable pattern with the growth of large population centers. Military
communications systems do not have a directly predictable pattern.

(1) Considering the present world political situation, requirements for
reliable, invulnerable, secure communications for military purposes possibly may
arise tomorrow in areas where there are no existing communication systems. No
commercial system would, nor could, reasonably be expected to supply such
flexibility.
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(2) To meet this requirement, the military system must include not only
fixed sites which will, as with commercial systems, be located in selected politically
stable areas, but also must include transportable equipment which can be moved
rapidly to areas where emergency demand might arise.

e. Capacity. As discussed in paragraph 1-1, the military services require more
and more communications channels. This increase in requirements is especially true
of the channels capable of handling digital traffic.

f. Qua/it y. The quality of the transmission required in the military system
differs from commercial practice. While the military may relax quality requirements
for tactical circuits, the strategic long haul circuits are comparable to those in
commercial systems.

1-3. LIMITATIONS OF PRESENT TECHNIQUES. The facilities for long haul
trunking in use in present-day systems consist of high frequency (hf), ionospheric
scatter, tropospheric scatter, multiple-hop line of sight (LOS), cable, and satellite.
These methods have inherent limitations that prevent them from entirely meeting
the requirements for which they were designed. These limitations are discussed
below.

a. High Frequency Limitations. The propagation of signals in the hf band
(3 to 30 MHz) over long distances is dependent upon the reflection of hf signals
in the ionosphere. Ionization in this layer is due principally to ultraviolet radiation
from the sun; as a result, the height of the ionized layer and the degree of ionization
are subject to pronounced daily and seasonal variations. The degree of ionization
is also influenced by sunspot activity; the effect of increased sunspot activity is
to increase the maximum usable frequency. Since there is an observed cycle of
approximately 11 years in sunspot activity, long distance communications in the
hf band will also vary in an 1 1-year cycle. The variation in the usable frequency
spectrum is on the order of 2: 1.

(1) Figure 1-1 illustrates the important variations in maximum usable
frequency of the hf band for single-hop transmission. Multiple-hop transmission
is subject to the same variations but the effect is exaggerated with each hop. After
the low point of the sunspot cycle, the maximum usable frequency gradually
increases until the next maximum sunspot activity is reached. At this time the
usable portion of the hf band will be more than twice as great as that at the
sunspot activity minimum. Sunspot cycle peaks, from now until the end of this
century, are predicted to be less active than recent peaks.

(2) Channel capacity in the hf band is limited most directly by the crowded
conditions of the band. This band must be shared by many foreign and domestic
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Figure 1-1. Graphic presentation of maximum usable frequency
variation during sunspot cycle.
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users and only a small portion is allocated to the DCS. New developments have
permitted more efficient use of the available bandwidth slots; however, circuit
requirements have grown coincidentally and the band is more crowded than ever.
Also, only a small portion of this band is useful for point-to-point long-distance
communication at any time.

(3) Reliability of long-distance hf propagation, in terms of military
requirements, is considered poor. In addition to the variations in the usable
spectrum that occur daily, seasonally, and over the 11-year sunspot cycle, there
are occasions where the entire hf band becomes relatively useless due to magnetic
storms caused by solar flares. These latter effects are particularly disrupting to
communications to and from the polar areas. In addition, hf transmissions are
subject to fading due to multipath effects and variations in the ionosphere. Service
at hf is also subject to blackout as the result of nuclear detonations in the upper
atmosphere.

b. Frequency Limitations. Point-to-point radio communications in the very
high frequency (vhf) band (30-300 MHz), the ultra high frequency (uhf) band
(300-3000 MHz), and the super high frequency (shf) band (3-30 GHz) may be
accomplished by two basically different techniques.

(1) One technique uses numerous repeaters or radio relays spaced at, or near,
the optical horizon. These systems are referred to as LOS systems. Where vhf is
employed, the relays may be beyond the optical horizon (fringe area) due to
refraction of vhf signals in the atmosphere.

(2) The second technique employs the phenomenon of radio wave scattering.
Scatter propagation is not to be confused with reflection or refraf'tion. The path
loss is great in the scatter modes, and scatter propagation generally requires
high-power transmitters and sophisticated receiving techniques. The principal
characteristics of LOS and scatter systems are compared in table 1-1.

(a) While having numerous advantages over hf, the LOS and scatter systems
do have limitations. Neither LOS, with the exception of satellite communications,
nor scatter propagation will span a large body of water unless sites for repeater
stations are available. In addition, ionospheric scatter is too limited in bandwidth
to provide more than a fraction of the service needed for the DCS.

(b) Terminal and repeater stations are vulnerable to attack and sabotage. The
vulnerability of LOS systems is particularly great because of the large number of
repeaters. Jamming is possible with only moderate effort. Ground-based or airborne
jammers can jam the side lobes of LOS receiving antennas or tropospheric scatter
receiving antennas. Transportable terminals of LOS equipment are easily and quickly
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Table 1-1. LOS versus scatter propagation

LOS Ionospheric Tropospheric
Parameter microwave relay scatter scatter

Frequencies Uhf and shf (300 Low vhf (30-50 Uhf and shf (250-
MHz-15 GHz) MHz) 8000 MHz)

Transmitter power Low 1/2-10 W High 1-50 kW High 1-100 kW

Distance to next Average of 30 mi 800-1300 mi 60-700 mi
repeater for uhf, shorter at (usually about

high shf frequencies 100-200 mi)

Baseband band- Typical: 60-1800 Several telegraph 12-200 voice
width in terms of voice channels channels plus 1 channels
voice channels voice channel

Antennas Horns or dishes on Very large Large parabolic
tower rhombic corner dishes or reflectors

reflectors 30-120 feet

Manned/unmanned Unmanned Manned Manned
repeaters

Diversity receivers Desirable Required Required

Propagation 99.99 percent + 99 percent 99 percent +
reliability
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set up. It is possible, but not as easily accomplished, to use them as tropospheric
scatter terminals as well. Such transportable terminals may be very large and require
considerable setup time.

C. Cable Limitations. The use of cables for long-distance communications
is expensive, especially deep sea cables. Cables are ordinarily used when radio
techniques are not feasible or adequate. Long haul cables for wideband (on the
order of several MHz) communications systems are generally coaxial transmission
lines. Coaxial lines exhibit a nonlinear attenuation characteristic with a cutoff
frequency. Other transmission line characteristics that affect the use of cable are
the varying speeds of propagation at different frequencies and the relatively high
attenuation. These characteristics require the use of equalizing repeater-amplifiers
at frequent intervals along the line.

(1) Laying wideband cables over long distances is a long-term project, and
once in place, the cable systems are relatively inflexible. Land cables are generally
buried. Even when property acquisition is not considered, this is a long, involved
operation. The design, manufacture, and laying of an intercontinental undersea cable
may require 5 years or more, as such cables are definitely not off-the-shelf items.

(2) From a military standpoint, the greatest weakness of long haul cables
is their vulnerability. A cable system offers an infinite number of points at which
it may be attacked or sabotaged. An overland cable may be made fairly survivable
if deeply buried. An undersea cable can easily be cut by either surface ship or
submarine. There have been numerous instances where fishing trawlers have
unintentionally snagged an undersea cable with their nets; and, in an effort to
free the nets, have broken or cut the cable. Such breaks in the cable require
considerable time and skill to repair. Cables, accessible to the enemy, are subject
to interception and jamming, and to the insertion of spurious messages. This renders
the security of the cable questionable.

1-4. SATELLITE COMMUNICATIONS ADVANTAGES. From the preceding
discussion the need for new techniques and equipment is apparent. The military
departments have long recognized the potential advantages inherent in the use of
satellites and have had research and development programs in effect for a number
of years. These programs are designed to result in a practical military satellite
communications system that will incorporate all of the features required by the
military. Additionally, communications systems employing satellite links offer a
unique combination of advantages for long haul trunking. Tliese advantages are
discussed below.

1-8
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a. Capacity and Reliability.

(1) Satellite systems are capable of handling thousands of voice trequency
(vf) channels, although first-generation satellite systems were limited to less than
a dozen.

(2) The reliability of active satellite communications systems is limited,
essentially, only by the reliability of the equipment employed and the skill of
the operating and maintenance personnel.

b. Invulnerability. While it is possible to destroy an orbiting vehicle, present
developments in rocketry indicate that this would be quite difficult and expensive,
when balanced against the tactical advantage to be gained. It would be particularly
difficult to destroy an entire multiple-satellite system, primarily because of the
number of vehicles involved. Owing to the relatively small number of ground
stations in a satellite communications system, these offer a more advantageous
target, but hardened ground sites can decrease system vulnerability considerably.
Theoretically, satellite communications ground stations in certain instances are
vulnerable to jamming attacks. However, by judicious planning and systems design,
an enemy can be forced to make such great expenditures in time, effort, and
material in order to jam a communications facility effectively that it would be
unwarranted from his point of view.

(1) A rocket or satellite-based jammer, being power-limited, must be
positioned within the main beam of the ground station to be effective. This implies
that in a multisatellite system, a rocket or satellite jammer must be in approximately
the same position and orbit as each communications satellite to be jammed.
Considerable effort and precision on the part of the enemy would be required
to achieve jamming.

(2) In any event, the bandwidth of satellite receivers is great enough to
accommodate the use of spread spectrum techniques. Such techniques are very
effective, even in the face of heavy jamming.

c. Flexibility. Van-housed satellite ground station equipment can be flown
to remote areas and placed in operation in a matter of hours. Communications
can be established with other satellite ground stations even though they are
thousands of miles apart.

1-5. APPLICATION OF THE DEFENSE COMMUNICATIONS SYSTEM. The
DCS is a communications network established by order of the Department of
Defense (DOD) and placed under the direction of the Defense Communications
Agency (DCA). The mission of the DCA is to ensure that the DCS will be so
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established,' improved, and operated as to meet the long haul, point-to-point
telecommunications requirements of the DOD and other governmental agencies,

as directed.

a. The DCS meets the long haul, point-to-point telecommunications
requirements of the DOD and provides facilities for command, intelligence, weather,
logistics, and administrative purposes. The DCS provides the quality and quantity
of communications capabilities required for these purposes.

b. The DCA network consists of switching centers located in various areas
around the world and the links interconnecting them. Individual service units need
only provide communications to the nearest switching center to become network
subscribers and have access through the network to the entire system. Satellite
communications form a part of the long haul links between the switching centers.
These links employ the satellites in addition to other forms of existing
communications media (hf, tropospheric scatter, ionospheric scatter, LOS
microwave, and cable). The satellite trunks are placed in parallel with the trunks
that use conventional means of communication. This provides added capacity
between various points in the network and allows the various trunks to back up
each other. This also provides the important reliability factor necessary to military
commu nications.

C. The DCA is presently implementing the Phase 11 Defense Communications
Satellite Program to link military headquarters, field commanders, and logistic
centers throughout the world. Previously, the Defense Satellite Communications
System (DSCS) consisted of less than 18 random orbiting satellites in
subsynchronous orbits. Starting in 1972 the Phase 11 synchronous satellites were
launched to provide additional channel capacity. Major satellite terminals are located
in the United States, Okinawa, Hawaii, Guam, Australia, Korea, Thailand, West
Germany, Turkey, and Ethiopia.

1-6. PAST EFFORTS IN SPACE COMMUNICATIONS.

a. Background. On 4 October 1957, the USSR successfully launched the
first manmade earth satellite. This demonstrated man's ability to place objects into
an orbit around the earth and brought to fruition a long-nurtured ambition. The
tremendous potential of the specialized field of satellite communications had long
been realized, and many plans had already been offered for such a communications
system. In the October 1945 issue of Wireless World, Arthur C. Clark discussed
the potential of satellite communications. In April 1955, John R. Pierce published
a paper entitled Orbital Radio Relays. The United States has long been interested
in satellites for a variety of reasons, and research in this field has been accelerated
since the conclusion of World War 11.
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b. Early Satellite Projects. The first demonstration of the possibility of
reflecting detectable electromagnetic signals from the moon was made by the US
Army Signal Corps on 10 January 1946. A high-power radar set at the Evans Signal
Laboratory, Belmar, New Jersey, was used for the test (fig. 1-2).

(1) The US Navy demonstrated, in 1951, that it was feasible to use the
moon as a reflector of electromagnetic radiation (fig. 1-2). In 1957, the Chief
of Naval Operations directed the establishment of a two-way telegraph and facsimile
communications moon relay (CMR) beween Washington and Hawaii. The CMR
system was successfully used until November 1959, when solar disturbances in the
ionosphere disrupted conventional hf circuits.

(2) On 18 December 1958, the Signal Corps Orbiting Relay (SCORE)
communications satellite was successfully launched. As a practical demonstration
of its capability, President Eisenhower recorded a Christmas message which was
rebroadcast to the world via the satellite. SCORE operated for 12 days, during
which time 97 contacts were made. SCORE was designed to receive message traffic
as it passed over one station, record it, and retransmit the traffic as it passed
over another station. This method of recording messages for later transmission is
known as the store-and-forward technique.

(3) The Courier communications satellite was the joint responsibility of the
US Army Signal Corps and the US Air Force. Courier was designed with a dual
capability, permitting it to record and retransmit traff.- and to function as a direct
relay. The first launch attempt failed because of booster difficulties, but Courier
IB was successfully injected into orbit on 4 October 1960. The experiment
demonstrated many new techniques, provided valuable experience, and proved the
feasibility of high capacity store-and-forward satellite communications.

(4) The Echo satellites (fig. 1-2) were essentially :arge inflated spheres with
highly reflective surfaces. These were termed "passive satellites" as they contained
no active electronic circuits and merely reflected all impinging energy. These were
the largest-diameter satellites ever launched and were asily visible to the naked
eye under favorable viewing conditions.

(5) The primary objective of Project Westford was to place an orbital belt
around the earth consisting of millions of tiny dipoles. The first launch took place
on 21 October 1961, but the experiment failed when the dipoles did not disperse
in orbit. On 21 May 1963, a second Westford experiment package was launched
and dipole dispersal took place as planned (fig. 1-2).

(6) Project Advent was a major effort directed at placing a multichannel
active repeater satellite at synchronous altitude. It was planned to launch Advent,
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which was to have weighed 1,300 pounds, using the Atlas-Centaur booster. Slippage
in the Centaur program combined with other complications caused cancellation
of the entire program, and the effort was reoriented into a medium altitude military
communication satellite program, details of which are classified.

(7) Telstar was a medium altitude communications satellite project funded
by the American Telephone and Telegraph Company. Telstar I was orbited on
10 July 1962, and used to transmit a live television program between North America
and Europe. Telstar II, orbited on 7 May 1963, was placed in a higher orbit (6,702
miles) and equipped with some evacuated devices in an attempt to reduce ionization
effects experienced with Telstar I.

(8) Relay, a medium altitude (820 to 4,612 miles) National Aeronautics and
Space Administration (NASA) communications satellite weighing 172 pounds, was
launched by a Thor-Delta booster on 13 December 1962. Relay's radio frequency
power (10 watts compared to Telstar's 1.5 watts), its differences in circuitry, and
various differences in construction allowed an evaluation to be made of various
techniques by comparing the Telstar and Relay performance. Relay was used to
transmit television from the United States to Europe and established the first link
via satellite between the United States and South America.

(9) The synchronous communications (Syncom) satellites were designed to
have orbits synchronized with the rotation of the earth. This simplifies ground
station tracking equipment and provides a permanent link between ground stations
able to see the satellites.

(10) Because the booster rocket could only place a limits ' amount of weight
in a synchronous orbit, the Syncom satellites were relatively small and lightweight.
This resulted in a lower communications capacity, compared to that of the low-
and medium-orbit nonsynchronous satellites. As the state-of-the-art advanced,
synchronous satellites with higher communications capacities became available.

(11) The Early Bird satellite, a commercial venture of the Communications
Satellite Corporation, was a synchronous satellite stationed over the Atlantic Ocean.
Launched on 4 April 1963, it was used to relay live TV coverage of the Gemini
space vehicle recovery. It was also used in an extensive test program, which has
served to pave the way for future designs.

(12) Since then, satellite performance has constantly improved. The newest
International Telecommunications Satellite Consortium (INTELSAT) satellites can
carry thousands of voice channels, as well as television and data traffic.
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1-7. PRESENT AND FUTURE EFFORT IN SPACE COMMUNICATIONS.

a. Initial Defense Communication Satellite Program. The first seven Initial
Defense Communication Satellite Program (IDCSP) satellites were orbited on 16
June 1966, the next eight on 18 January 1967, and the third launch of three
satellites on 1 July 1967. On 13 June 1968, the DCA orbited the last 8 of 26
IDCSP satellites. Along with a worldwide system of ground stations and a
waterborne terminal (USNS Kingsport), the satellites provide the DCS with a
reliable, fairly high capacity worldwide communications network.

(1) The IDCSP was a triservice program with each of the military services
having specific responsibilities under the direction of the DCA. The Air Force,
as project manager, developed and launched the communications satellites with
the Navy responsible for shipboard terminals. The Army, with the Satellite
Communications Agency (SATCOMA) as project manager, developed the ground
terminals and conducted the communications technical test program.

(2) Paragraphs b through d describe the IDCSP ground terminals and satellites
and explain how the satellites were launched and deployed. A discussion of satellite
orbiting considerations and launch and deployment techniques is contained in
chapter 2.

b. Earth Terminals. The Fort Dix, New Jersey, and Camp Roberts,
California, fixed stations served as the principal entry points for the satellite
communications links from the Pacific and Europe. Originally built for the Advent
program, these earth terminals were modified first for Syncom, then for the IDCSP,
and finally the DSCS Phase II program.

(1) The surface complex is a mixture of fixed and transportable terminals
with planned future augmentation by a new, smaller, transportable design. Included
are the Satellite Earth Terminal AN/FSC-9 (fig. 1-3) used as fixed stations at Fort
Dix, New Jersey, and Camp Roberts, California, the Air Transportable Satellite
Communication Terminal AN/MSC-46 (fig. 1-4) deployed throughout the globe,
and the lightweight terminal AN/TSC-54 (fig. 1-5).

(2) The AN/MSC-46 is the first terminal to be specifically designed for
operational military satellite communications. The terminal is transportable by
military cargo aircraft and consists of a 40-foot diameter parabolic antenna, three
30-foot vans, and three 100-kVA diesel generators. Semipermanent sites enclose
the antenna with a rigid radome. AN/MSC-46 installations are located in the
Continental United States, Hawaii, Korea, Okinawa, Ethiopia, and West Germany.
A terminal has been assigned to the signal school at Fort Monmouth, New Jersey,
for training personnel. The AN/TSC-54 can be transported along with its six-man
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crew by a C-130 aircraft and can be set up for communications via satellite within
2 hours after unloading.

c. Satellite Description. Each IDCSP satellite (fig. 1-6) is approximately 36
inches in diameter and weighs about 100 pounds. Each satellite consists of a
mechanical structure, power system, communications system, and a telemetry
system.

(1) The orbital periods of the satellites are between 22 and 23 hours, with
an average rate of drift of about 1.3 degrees per hour. The mutual visibility time
for a link terminal pair through a given satellite varies from a minimum of 0.25
days to a maximum of 5 days. Eclipse periods will cause downtime of up to 1.5
hours per day in the spring and fall, for a 45-day period. The orbit injection
technique causes bunching and spreading in 18-month cycles. The satellites now
are functioning operationally for the DCS with operational control exercised by
the Satellite Communications Control Facility (SCCF).

(2) The satellite structure provides for the housing and passive temperature
control of all vehicle elements, for satellite separation from the dispenser, and for
spin stabilization of the satellite. Solar cell panels cover the outside of the structural
frame. The internal surfaces are thermal coated to maintain the in-orbit operating
temperatures for the communications, telemetry, and power supply subsystems.

(3) The power system, which contains no batteries, consists of a power
control unit, an array of solar cells, and the radio frequency (rf) radiation
termination switch. The solar array provides electrical power while the power
control unit regulates and distributes the solar array power.

(4) The satellites opcrate on the same frequency (8-GHz range) with a
bandwidth of 50 MHz. Beacon signals (modulated with 110- to 130-kHz tones)
generated by each satellite are used by the communications ground stations for
satellite acquisition and tracking, and for individual satellite identification. There
are two traveling-wave tube (TWT) power amplifiers, each providing a maximum
of 3 watts to the communications antenna. Automatic changeover to the second
TWT occurs when the performance of the first TAT deteriorates.

(5) The telemetry system includes a telemetry generator, transmitter, sun
angle sensor, antenna, and instrumentation sensors that measure critical satellite
parameters. Outputs from the sensors, along with individual satellite identifications,
are processed as 56 analog telemetry signals and 18 binary signals. Each of the
launch groups has its own 400-MHz telemetry frequency. When the power level
deteriorates, the telemetry transmitter is automatically turned off to conserve power
for the communications transponder. The telemetry transmitter is automatically
turned back on when the power level increases above a preset level.
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d. Latn;ch and Deplo'ment. The IDCSP satellites were contained in a
dispenser that was launched by a Titan IIIC rocket.

(1) Following lift-off, the Titan IIIC rolled counterclockwise from a
100.2-degree launch azimuth to a flight azimuth of 93 degrees. The solid motors
were jettisoned 2 minutes later and fell into the Atlantic Ocean. After another
2 minutes and 20 seconds, the first-stage engines burned out and were jettisoned.
In another 2 minutes the fairing was jettisoned and after another 3 minutes, the
second stage burned out and was jettisoned.

(2) After 15 seconds, the transtage motors were operated for 17 seconds
to place the transtage and spacecraft dispenser in a parking orbit of 90 nautical
miles (nmi). After 58 minutes in the parking orbit the transtage motors were ignited
for the second time to place the spacecraft in the transfer orbit.

(3) The spacecraft then coasted for a little less than 5 hours. During this
time it climbed from 90 to 18,200 nmi. In the transfer orbit, the attitude control
system reversed the position of the spacecraft relative to the sun approximately
once every hour in order to distribute the solar radiation heat. These sun orientation
maneuvers were designed to protect the spacecraft and its payload of
communications satellites from the temperature extremes that occur between the
sun and shade sides of a spacecraft.

(4) At 18,200 nmi, the transtage was ignited for the third time for
approximately 2 minutes, to inject the spacecraft into orbit.

(5) The eight satellites were sequentially ejected 2 minutes later. There was
an interval of 17 seconds between the first and second satellite ejections. Thif
interval gradually increased to 26 seconds between the seventh and eighth ejections.
During these times, the vehicle attitude was stabilized and the attitude control
system motors fired to obtain required incremental velocities. The first satellite
had an orbital velocity of approximately 10,311 feet per second (ft/s). The other
satellites had increasingly larger velocities, which served to gradually disperse the
satellites and placed each one in an orbit with a higher apogee.

(6) The satellites were carried into orbit aboard a satellite dispenser structure
attached to the transtage. Behind each satellite was a dispensing mechanism that
consisted primarily of a base plate and four springs. For separation, a signal from
the guidance system started a sequence that released a clamp restraining the satellite.
The springs forced the satellite laterally away from the dispenser at about 3 ft/s.
The satellites were ejected, either north or south, perpendicular to the eastward
line of flight (orbit plane).
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(7) On ejection, the nitrogen spin-up system in each satellite imparted a

rotation of 150 revolutions per minute to the satellite. The satellites spin about
the communications and telemetry antennas axes keeping these antennas always
in sight of the earth. Spinning also continually exposes different sides to the sun,
providing nearly uniform temperatures within the satellite.

(8) A final 6-second burn of the attitude control system motors began 1.5
seconds after the last satellite had been released. This burn removed the transtage
and payload dispenser from the vicinity of Lte satellites. The transtage and payload
dispenser will orbit indefinitely at an altitude of 18,200 to 18,500 nmi.

e. Defense Satellite Communications System. Starting in 1972, the IDCSP

satellites were phased out and replaced with the newer synchronous satellites. Th-
new DSCS Phase II satellites have the potential of carrying up to 1 300 full duplex
voice channels, which is much Ireater than the older IDCSP satellites.

f. Earth Terminals. The three types of terminals used in the I DCSP proqr am

were modified to take advantage of the increased capabilities of tihe newer
synchronous satellites. The AN/FSC-9, AN/MSC-46, and the AN/TSC 54 terrinas
could operate on both the old IDCSP frequencies and the new Phase II frequencies.
The program will be carried out in four steps as follows:

(1) Stage 1-A. The terminals will bQ modified to operate on the new satellite
frequencies. Operation through the new satellites will be by frequency division
multiple access (FDMA), with a central controller to cocrdinate channel
assignments.

(2) Stage 1-B. In this phase the new synchronous satellites will be used in
a network configuration employing a multiple carrier capability in the ANMSC-46
and AN/FSC-9 terminals. Within a network any terminal can communicate with
several others. Spread spectrum techniques will provide an additionai multiple access
means, as well as provide a jam-resistant communicaticns channel. The new heavy
transportable (HT) and medium transportable (MT) terminals will be introduced.

(3) Stage 1-C. This stage commences with the introduction of the
developmental pulse code modulation (pcm), time division multiplex (tdr), aod
phase shift key (psk) modulation equipments on the first Phase II teit
communications link. Since this new digital equipment will b phased into the
Phase II DSCS over an extended period of time, the initval pero rf St:le 1 K

will be a "hybrid" FDMA operation; that is, a mixture of ;naloq and diqit,:"

operation on separate rf carriers.

(4) Stage II. In this stage, time division multiple access (TDMA) techniques
will be used. Many stations will use the same frequencies., but will transmit in
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specific time slots. For a network involving only a few large stations, TDMA is
much more efficient than any other multiple access method.

(5) Future terminals. Three new types of terminals are being developed for
future use. One is an HT AN/MSC-60 terminal station which will be used as a
major nodal terminal on long haul circuits (fig. 1-7). The terminal will have a
60-foot parabolic antenna and weigh less than 400,000 pounds. The second station
is the MT AN/MSC-61 terminal similar to the HT but uses a 35-foot diameter
antenna. The electronic equipment is basically identical to that for the HT with
the antenna's weight, complexity, and gain constituting the main differences. The
third is the lightweight (LT) AN/TSC-54 terminal (fig. 1-8) which will be developed
with two antenna subsystems.

g. Satellite Description, The new satellite will be much larger and more
complex than the IDCSP satellites. The satellites weigh 1,000 pounds and have
the potential for up to 1,300 full-duplex voice channels (fig. 1-9).

(1) The antennas are mechanically despun. This allows the antennas to remain
pointed towards earth while the other components of the structure rotate to
spin-stabilize the satellite. Two of the antennas are earth coverage horn antennas.
They have a gain of 16.8 decibel/isotropic (dBi) antenna and a beamwidth of 18
degrees. The other two antennas are parabolic dishes for narrow beam Loverage
of a particular area on the earth. The gain of the dishes is 33 dBi, and the beamwidth
2.5 degrees.

(2) The communications portion of the electronic equipment contains
redundant components for increased service life and reliability. Four TWT amplifiers
are carried. One TWT feeds the horn antenna, another the parabolic antenna, wth
the remaining two being standby units. The amplifiers are designed to operate as
wideband low-distortion amplifiers with power outputs of 20 watts.

(3) The satellite operates with four different frequency channels (table 1-2,
part 4). These channels can be used in various combinations to provide for flexible
operation.

h. Launch and Deployment.

(1) The new Phase II satellites will be launched by a Titan IIIC rocket into
a synchronous equatorial orbit. Because of their larger size and weight only two
of the newer satellites can be launched with one booster. The launch sequence
will be similar to that of the IDCSP launches, except that the booster will place
the satellites at a synchronous altitude. The initial positioning is expected to be
within 3 degrees of the desired equatorial subsatellite point.
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Figure 1-7. Heavy transportable terminal, exterior side view.
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Figqire 1-8. Medium transportable terminal, with radome erected.
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Figure 1-9. Phase II synchronous satellite, exterior view.
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(2) The satellites can reposition themselves once during their operational life
to another equatorial subsatellite point. This would allow a satellite to replace
one that had become inoperative or to provide communications with a remote
area not normally covered by DSCS satellites.

i. Tactical Satellite Communications. The DOD is currently investigating

the use of satellites to provide tactical communications. The Tactical Satellite
Communications (TACSATCOM) program involves all military departments
(MILDEPS) and is still in the development stage.

(1) The MILDEPS have developed terminals for their needs; the Air Force
is developing airborne terminals; the Navy is developing shipboard terminals, and
the Army and Marines are developing ground based terminals.

(2) The Navy will be the first MILDEP to use the satellites for operational
tactical use. The AN/WSC-2 shipboard terminal will allow the Navy to communicate
directly with its worldwide fleet and eliminate its dependence on low, medium,
and hf radio.

j. Types of Terminals. The MILDEPS have developed a series of terminals
for tactical use to meet three basic needs. One terminal is a broadcast warning
receiver that will have no transmitting equipment. The satellite will be used to
transmit warnings or general information type messages to a large number of units
scattered throughout a large area. A second terminal will be for netting. The netting
capability will allow a number of units within an area to communicate with each
other. Only single channel communications would be necessary. The third terminal
would be for multichannel links. This use would be limited to higher headquarters
that require a number of communications channels to other headquarters.

k. Frequencies. TACSATCOM plans to use two separate frequency bands.
One is at uhf (235-400 MHz) and the other at shf (8 GHz). The frequency selected
will depend on the ultimate use of the equipment. Multichannel equipment will
use the wider bandwidths available at shf while small field terminals, which require
simple, rugged, and lightweight equipment, will use uhf. The TACSATCOM satellites
themselves will handle both frequency bands and can be commanded to operate
cross band (uhf to shf or shf to uhf), if necessary. At present, plans for
TACSATCOM are not yet firm. Future development and research work, as well
as the neels of the MILDEPS, will determine the ultimate course of the program.

I. Civilian Satellite Communications. The civilian applications of satellite
technology have kept up with or have been ahead of the military. The latest series
of civilian communications satellites, the INTELSAT IV's, are as advanced as the
DSCS Phase II satellites. Besides their use in fixed point-to-point communications,
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some expected civilian use of satellites includes television broadcast and distribution,
aeronautical communications and navigation, maritime communications and
navigation, deep space research and data relaying, satellite-to-satellite relaying, and
air surveillance.

m. Operating Systems. Numerous proposals for systems exist, and many will
be implemented in the near future. At present the uses are restricted to
point-to-point communications. The INTELSAT that controls satellite
communications has set up an international system using the 4- and 6-GHz
frequency bands. Canada is startirig its own domestic satellite system with the
launching of the Anik satellite. Besides carrying point-to-point communications,
the Anik satellite will be used for distributing television programs to outlyinq areas
presently not serviced by TV networks. The Soviet Union is also developing a
system similar to the Canadian program. Both face similar problems of covering
large land areas that are sparsely populated.

n. Proposed Systems. In the United States, numerous proposals exist for
using satellites. In the area of point-to-point communications the newer systems
will use the higher frequency bands of 11 to 14 GHz and 20 to 30 GHz. The
American Telephone and Telegraph Company. has proposed a system that would
provide 100,000 full-duplex voice channels, or their equivalent, in the 20- to 30-GHz
bands. The television networks have proposed a system that would allow much
greater flexibility in distributing television programs, as well as pickinq tip remote
video feeds. The frequencies planned for use would either be 7 or 12 GHz and
would permit the networks to broadcast directly to their aftiliate statinrs

(1) On an international scale, work is being done on the proposed Aerosat
system. This would use a satellite to communicate with aircraft when they are
over ocean areas. The links would also allow route supervision by air controllers
and more precise navigation by aircraft. A final Aerosat system has not been selected
yet, although propagation tests at various frquencies have been performed to
evaluate equipment.

(2) As equipment and technology improve, higher frequencies wiWl be used
for satellite communications. The higher frequencies in the extreme high frequency
(ehf) range will provide the wide bandwidths necessary for the communications
needs of the future. Table 1-2 shows the frequencies allocated for the various
applications of satellite communications.
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Table 1-2. Allocated satellite communications frequencies

1. Point-to-point fixed communications:

4/6 GHz bands
3.7 - 4.2 GHz downlink
5.925 - 6.425 GHz uplink

11/14 GHz bands
10.95 - 11.70 GHz downlink
14.0 - 14.5 GHz uplink

20/30 GHz bands
17.7 - 21.2 GHz downlink
27.5 - 31.0 GHz uplink

11.7 - 12.2 GHz downlink or broadcast Region 2

40 - 41 GHz downlink

50- 51 GHz uplink

92 - 95 GHz uplink

102 - 105 GHz downlink

140 - 142 GHz uplink

150 - 152 GHz downlink

220 - 230 GHz no direction specified

265 - 275 GHz no direction specified

2. Television broadcast and distribution:

620 - 790 MHz broadcast service (limited)

2500 - 2690 MHz distribution

6625 - 7125 MHz TV network distribution (only in the US, Canada, and
Brazil)
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Table 1-2. Allocated satellite communications frequencies--continued

11.7 - 12.5 GHz broadcast Region 1

11.7 - 12.2 GHz broadcast Region 3

3. Aeronautical services:

1543.5 - 1558.5 MHz communications

1558.5 - 1636.5 MHz navigation

1645 - 1660 MHz communications

43 - 48 GHz aircraft/maritime, communications/navigation

66 - 71 GHz aircraft/maritime, communications/navigation

95 - 101 GHz aircraft/maritime, communications/navigation

142 - 150 GHz aircraft/maritime, communications/navigation

190 - 200 GHz aircraft/maritime, communications/navigation

250 - 265 GHz aircraft/maritime, communications/navigation

4. Defense Communications System:

235 - 328.6 MHz communications tactical/nautical

335.4 - 399.9 MHz communications tactical/nautical

DSCS Phase I1:

Channel 1: 7975 - 8100 MHz uplink earth coverage
7250 - 7375 MHz downlink earth coverage
7250.1 - beacon, earth coverage

Channel 2: 8125 - 8175 MHz uplink narrow beam
7400 - 7450 MHz downlink earth coverage
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Table 1-2. Allocated satellite communications frequencies--continued

Channel 3: 8215 - 8400 MHz uplink narrow beam
7490 - 7675 MHz downlink narrow beam
7675.1 - beacon, narrow beam

Channel 4: 7900 - 7950 M Hz uplink earth coverage
7700 - 7750 MHz downlink narrow beam

5. NASA deep space research and data relay:

13.25 - 14.2 GHz

14.4 - 15.35 GHz

6. Satellite-to-satellite relay:

54.25 - 58.2 GHz

59 - 64 GHz

105 - 130 GHz

170 182 GHz

185 - 190 GHz
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CHAPTER 2

ORBITAL MECHANICS

1 I IN1 HODUCTION. A manmade satellite, regardless of its tasks and functions,
nas oibital characteristics the same as those of other astronomical bodies. Orbital
l.harecteristics are dictated by physical principles which govern the choice of an

urhit and the weight of equipment that can be incorporated in the manmade
Litellite. Ii' order tc, understand how orbits are chosen and what limitations exist,

background in the basic mechanics of orbiting bodies is provided in this chapter.
Urbita inechdnics are also involved in the launch of satellites and the placing of
u satellite in orbit.

&-2. PHYSICAL LAWS AND FORCES GOVERNING SATELLITES. The basic
*.h;sical laws governing satellites (natural or manmade) were formulated from
*bse,-vations of celestial bodies made over many centuries. Launching and orbiting

ranmade satellite requires a knowledge of these laws since they govern the shape,
*,tilijde, and location of orbits. The booster rocket size and the type of orbit
,iesired limits the payload weight and the amount of equipment a satellite can

Astronomers and other scientists, working from observations of natural
,erloirien, postulated laws describing these observations and provided the
wi,niation on which the science of celestial mechanics is built.

h The most prominent of these men were Sir Isaac Newton, Johannes
,epler, ald Galileo Galilei. These principles are basic to all physical phenomenon
ind were not formulated specifically for the study of satellites. These principles
ire statted briefly in the following paragraphs and are followed by specific
1Llp.hc(atio iis to the problems of launching and orbiting a satellite.

(I) Newto,,'s laws. Newton's first law was stated as, "Every body persists
:tb state of rest, or of uniform motion in a straight line, unless it is compelled

10 Change that state by forces impressed on it."

(a) I lie second law was stated as, "The change of motion is proportional
the motive force impressed, and is made in the same direction as that of the

iopres,ed force." Stated simply in equation form the law becomes:

-' d d -+ -

(m) dt v- nia (2.1)

dt dtI

-ir'diCdtes 9(tu1 quantities)
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where

F is for,'

is mass

v is velocity

a is acceleration

(b) Newton stated his third law ol motion as, "To every action there is
always iir equal and opposite ieactioi); 0,, the metual actions of two bodies uoon

ach Ctl!e are ways e(tUalA, and o1pPUsi tly .directed."

Ic) These laws of mot,--n, action, ind reaction apply to any object whether
or not it is an astronomical body.

(2) kc;;/q fs/ " K'S 1 ,ie's laws we the lesn lt of astronomical observations
reduced tu, :jthziiati,'aI forrmlas. They ip;p!y directly to the mechanics of the
solar system ind the calculation of satel ite orbits.

(a) Kqiier 's first taw is that the orbit of every planet is an ellipse with the
sun at one f, cns. This may ilso be read that the orbit of any satellite is an ellipse
with the parent at one foc,:,.

(Hi) Kepl-r's se:e ,d &, " tho' e, line- j.)iing any nlanet to the sun sweeps
out equal areas ili e(Ual';IW, (the jawv o! areas).

(c) Kepler's third low states that the cube of the mean distance of a planet
from the sun is prupuitiural to the square of its period (the law of periods).

Id) The tern, )ieaii ristancu, refers to the avei,,qe distance from the center
Of lht' Sun. li the :,dse of d near-earth satellite there is a big difference between
its altitude and its distance fern the centr of the earth. The average distance
from center to center is the somne as one ltalf the length of the major axis. The
long axis of an ellipse is cill;- i. iridjor axis, while the short axis is called the
minot axis.

13) Law of u,,'verf qIt t(*1o,. This law Jut' erived by Newton and is
stated, "Each porlicl ot i 'dtiu; at trc tvey UtiT liar icle of matter with a force
which is d rectr-7 ' ,ilq ',t,or ,; to th- pioduct of their- masoe and inversely
proportional to u ,t ,iiarf, cf tt, distance between them." Expressec
niathcinatrcall, the law states thoi fl--, attractive fice between two bodies is
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Grl 1 I l12
F . . .(2.2)

r2

where

F is force (Newtons)

m1 and m2 are the masses of the bodies (kilograms)

r is the distance between the bodies (meters)

G is the gravitational constant (6.67 X 10-1 1 Nm 2
1 Kyg)

(4) Centrifugal force. For an understanding of orbital motion, it is helpful
to introduce the following principle. The rate of change of radial speed of a satellite
with respect to its parent is proportional to the difference between the gravitational
force and centrifugal force. This principle is concerned strictly with changes in
the distance from parent to satellite. It says that when centrifugal force is greater
than gravitational pull, the radial velocity of the satellite tends to increase in
magnitude. This principle can be derived from Newton's second law.

() Centrifugal Torce can best ne illustrated t-,, th,-r f-ilowinq:xampiu: if
an object is tied to a string and whirled in a circular path, then (excluding the
presence of gravity) the pull, or force, felt against the string is the centrifugal
force. In short, it is the outward force from the centei, exerted as a result of
the velocity of the object. The velocity is transverse, or perpenoicular to the string.
To maintain the circular orbit, the inward pull, or force, by the string must exactly
equal the centrifugal force. This outward force (cetrifugal force) can be shown
to be:

mv
2

F . (2.3)
r

where

F is force (Newtons)

r is radius of circle (meters)

V is velocity of the ohiect in the - irection perpendicitar to its radius
vector (meters/second)

m is mass of the oahect (knnrl:
'

)
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( )) I tie Indjbs Lit d bid\, is 'Ilk'd'/ ~~ Sd t '; 'S eiylltless" Space. 10;e

weight of I body cliaiies, de.idiqrItittq djjaI hitludl twdl I lie result is that

Iman wuitiis less tWi i I t_- tn 11 iu Io(II i CViI L)hu yjI his d(tudl liidSS, I ids 110t 01harged.

(C) 1A,. Iomq 0S GLiild 011011i IS 1IdlIlit0w, .t,[ (yu Ice ',ill ql&I the

yard fLice LIdt wil ie CX teitd II I lhe opoitc~;l direction. EqoArdiol (2.3) for

Centrlillaol force hlilk tin iiinCnclar ni hits as well, asi lung9 as~one is Careful 1.

1, iil V CIS theto; iul.plI it; it 0'elocii% perpelid tiu t to tile idditiS vector. This

\'elocitV, (.oiiiwiilit is cdjli--ti tilt 11i dC5Vui st vel-Ocity. Foi ilcular moi~on it is tile

Sdille dS the Lotla VeloClt'y

(b: A-/;, Hum tU 'la.Fo ile it 1(415i padIylaidhi a ieI0'ionslii

.1 - ne II ,Jssl :Li ciIS T-Sd -! IC0 1lilfltd;i d Satelle

in orbit can l Ie der iCI Flom f-qiatioi, (2 2) it call be Seei; tha t gravity, at inward

force, is pi oportioiial t,, the pt:;; i c, of die :i'..t mid 'ed by tile square of tilt,

distance hetveei, the i; tnt anfd tilet,,ne Alsoi, lion equationi (2.3) tile oit"ward

oir centritfugal f~ ine IS equall to tilk 1O(U Ofuc Hit LIcI id5Of thle satellite and thle

sqUare of I:, ol~ 5.'. llitdti 5',. ieu dit.LII(.t betv'.,eUO the thodi,2zs. It

is concltuded t III oruei( l'' ,Iiitaiil i i ad tlites two forces mol.st be equal.

IUponl equtatint; es two/V hi;~e

rn, v(jIu II-
--- -~(2.4)

v I is isvst l , ot

r is ditiSdil( e LbtlOCt 1~ 1i, ,'s

-III! IS Ias icS (it~ e 1auit (Ct s d I I.;, I b.UJ ,- U2

(a) Cd I c I i Ce I I , S I di . 1 C u saI, I. (I; I, z, I Si_ Velc ( i - lo 1 ; 1 .1 i d II I

art oroit is.
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apogee, for example, the less inward force is exerted on it in terms of gravity
from the sun. At the same time, when the velocity and particularly the transverse
velocity of the planet is less, it requires less inward force to hold it on its path.

(e) As the earth approaches the sun at perigee the gravitational attraction
between the earth and the sun increases, but so does the transverse velocity of
the planet; as a consequence, a balance is established that prevents the earth from
either being drawn into the sun by the increased inward force, or from shooting
off into space because of its increased velocity.

(f) The question may arise that if gravitational and centrifugal forces are
always balanced, why do satellites assume elliptical orbits where r and v are always
changing? The answer lies in looking at all the forces acting on the satellite. For
circular orbits the velocity of the satellite is always perpendicular to the line
connecting the parent and the satellite. With an elliptical orbit the satellite has
an additional velocity component either toward or away from the parent. The
additional motion was given to the satellite when it was placed in orbit. This is
shown in figure 2-2.

., I/
VR VT 

1 R=V 
V 

VT

I T
II

I / \/

VT
ELLIPTICAL ORBIT CIRCULAR ORBIT

LEGEND' ;CCP105-5.1

VR IS RESULTANT VELOCITY
VT IS TANGENTIAL VELOCITY

V IS COLLINEAR VELOCITY

Figure 2-2. Forces acting uipon a satellite. orhital .hagrami.
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(g) The elliptical orbit has a radial or colinear cornmonent of velocity v",
in addition to the tangential component vt. The result nt velocity, v, is the vector
sum of these two velocities.

(6) Artificial satellites. Artificial satellites obey the samp sf-t of laws and
follow the same relationships as the planets in the solar system. Orbit shapes, ortbit

selection, and the mechanics of launichiiiq ai ;irifi.ial satellite will bfe' discussed.

(a) Before these specifics are discussed it is ,,,ell to present in more detail
the calculations bearing on the ellipse arid the shale of all elliptical orbits. These
shapes are generally referreml .o as Keplerian orbits and dlesciihe all satellite orbits.
An ellipse is a geometrical shape described as a plane curve generated by the path
of a point, the sum of whose distances from two fixed points is constant. Figure
2-3 illustrates the geometrical ellipse.

(b) The terms applied to ,e ellipse in this discussion are the major axis
and the minor axis as illustrated in figure 2-3. The major axis is a line dr'.wn
through the two foci (F and F) and intersecting the curve at A and A'. The
minor axis is a line at right angles 'Lo the major axis at a point midway between
the foci; it intersects the curve at B aid B'. The point where the axes intersect
is indicated as 0 and the lines joining this intersection with A and B are designated
a and b, respectively.

B

0 1

B'

CCP105 -5- 96

Flq;Irs' 2 ? fli qran / *lt,(3 ,;t' .t,'
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(c) An ellipse may be plotted as a graph by usinq the formula:

y = b "\1 - (x/a) 2  (2.6)

Another way of writing the equation is:

x2 + 2(27+ = 1( 7)

(d) Of special interest is the location of the foci. If they are coincidert
so that a and b are equal, the result will be a circle. As the foci move further
apart, so that the difference between the lengths of a and b becomes greater, the
ellipse becomes more elongated (eccentric). In specifying the shape of an orbit
the values for a and b, together with the value of e, are usually given. The term

e is called the eccentricity of an orbit and is defined mathematically as:

e =-(2.8)

The larger e is, the more eccentric the orbit, until, in extreme cases, e is jitst
slightly less than 1. For circular orbits e is zero.

(e) The shape of the orbit is important to the application in the
communication system of the satellite. The types of orbits are designated as eithte
synchronous or low-altitude random orbits. The synchronous orbiting satellite ;-
one that has been located at such an altitude that it appears to hang more or
less motionless over some point on the earth's surface. It can be seen that, ir
order to fulfill this requirement and to be synchronized with the rotation of I..
earth, the satellite will have to be in a very nearly circular orbit and will requi.,.
its orbital plane to be coincidental with the plane of the earth's equator. The
velocity of the satellite must remain constant and must equal the rotational veIn-Ity
of the earth at the equator.

(f) Low-altitude satellites may have a very eccentric orbit and be inclined
to the plane of the equator. This inclination angle 0 is another of the elernef1
that must be specified in describing an orbit. It is important that inclinatirn 1t
be confused with the plane of the earth's orbit and remember that it is ref,&r-,w -
to the plane of the equator. Therefore, a statement about a satellite orhit is with
reference to the earth and not to fixed stars or the sun. Figure 2 4 illstrate
an inclined orbit, in which the angle 0 represents the angle of inclination. Fiqure
2-4 illustrates a satellite in orbit about the earth (in an elliptical plane with the
center of the earth at one focus) with one additional factor introduced, the rotatiol

of earth itself. The earth's rotation has a distinct bearing on the use of satellit,,

for communications.
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Figure 2-4. Representation of inclined satellite orbit.

(g) If the plane of the satellite is visualized as being fixed, with the earth
rotating through it, it becomes apparent that all Doints on the equator will pass
through the plane of the orbit twice each day (unless the orbit is e(nuatorial, or
at an inclination of 0 degrees, in which case the entire equator is in the plane
of the orbit). As the inclination increases to 90 degrees progressively more and
more of the earth's surface is within the area crossed by the satellite path. A
representation of this is shown in figure 2-5. At 90 deg-ees the orbit is called
a polat orbit and all points on the earth pass thr(jugh tf,, t ,lar, twice a day.

(h) It is now necessary to introduce two additional terms into the discussion;
ascending node and descending node. The ascending node is the point at which
the satellite passes through the plane of reference (the equatorial plane Ior ,yrth
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Figure 2-5, Representation of effect of orbit plane inclination on
satellite coverage.

satellites) from the south. The descending node is the point at which the satellite
passes through the equatorial plane from the north. This is illustrated in figure
2-6. Note that the nodes are shown as lying on the end of the orbit toward the
perigee. This is not always the case, nor is it necessary that the line connecting
the nodes be at right angles to the major axis of the orbit ellipse.

(i) The illustrations so far have depicted satellites whose apparent motion
is toward the east. The inclination of such satellites can range from near equatorial
(near 0 degrees) to 90 degrees. If the angle that the orbit path makes with the
equator is greater than 90 degrees when measured at the ascending node, the satellite
will have a westward motion (the orbit in this case being termed retrograde). This
angle may be increased until the orbit is again equatorial but with the satellite
moving in a westward direction around the equator.

(j) The definition of inclination must be modified so that the angle is

measured at the ascension.

(k) Kepler's third law when applied to satellites yields the following relation:
The squares of the orbital periods of satellites are proportional to the cubes of
their major axes. Thus, if the period and semimajor axis (mean distance from focus)
of one satellite are known, the period of another satellite may be calculated from
a comparison of the major axes. Let 2a equal the major axis of a satellite and
t denote the satellite period. Then, if the period of a reference satellite is represented
by to, and its major axis by 2ao, an equation can be developed from Kepler's
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Figure 2-6. Elements that specify the shape and location of orbits.

third law. This equation will permit determination of the period if the major axis
is known, or the major axis if the period is known. The equation is:

(t) 2  (2a )3
(2.9)

(to )2 (2a.) 3

In using this equation it is necessary to remember that some characteristics of
an orbit must be known.
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2-3. ORBIT SELECTION AND EFFECTS.

a. Available Choices. A very broad range of choices is available when
selecting a type of orbit for application to a communications system. These include
the equatorial orbit, the polar orbit, and orbits of various inclinations which may
range from the highly elongated through the circular. These orbits impose
limitations on the initial design of the satellite and the vehicle used to place it
in orbit. Some may require extreme altitude, thereby severely limiting the weight
of the satellite. Others require the use of a considerable amount of power in
maneuvering to attain the desired inclination.

(1) Synchronous satellites. The synchronous equatorial orbit is one in which
the satellite is synchronized with the speed of rotation of the earth and appears
to hang motionless over some point on the equator. However, there are problems
associated with the launch and injection of such a satellite. For a synchronous
satellite, calculations of the velocity and altitude necessary to balance exactl tK-
earth's gravity at the equator indicated that the satellite had to be 22,248 rri!es
above the earth's surface and required a velocity of 10,066 ft/s. These figures are
large in themselves, but further calculations showed that the satellite required a
velocity of approximately 57,000 ft/s by the time it reached booster burnout
altitude of approximately 115 miles, to enable it to coast to synchronous orbil
altitude.

(a) The extreme velocity required for the laurich severely limits the weight
available for the satellite and the amount of equipment carried in the satellite.

(b) A further difficulty associated with the launching of synchronous
satellites is the need to dogleg the orbit of the satellite into an equatorial plane.
This is due to the lack of launching sites on the equator. Also, a dogleg launch
requires additional control equipment in the vehicle which tends to reduce the
weight avai:able for the satellite itself.

(2) Low- and medium-altitude. Low- and medium-altitude, inclined-orbit
satellites are much less difficult to launch. Their ultimate payload capacity is
considerably greater than the synchronous satellites. The low altitudes and high
velocities present tracking and acquisition problems which are not present with
the synchronous satellites.

b. Communications Satellite Considerations. Because of !aunching
limitations, certain restrictions are imposed on communications satellites. Frorr the
standpoint of the military system, the selection of the orbit and the cquipment
to be carried aboard the satellite form a considerable part of the planning ano
system design.

2-12
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(1) The equatorial synchronous satellite is a high altitude communications
relay which is stationed practically motionless relative to the earth's surface. Figure
2 7 illustrates the coverage (illumination) available from a synchronous satellite.
Note that a third of the earth's surface is in view of the satellite and that all
areas within that illunination could use the satellite as a link with all other areas
so illuminated. The usefulness is somewhat limited at the edge of the illuminated
driJa, Where the radiation from the satellite becomes tangential to the surface of
the earth, but for the most part, a satellite will provide a link between most points
in the hemisphere it illumninates. Figure 2-8 depicts a projected worldwide systemr
Using synchronous satellites. This figure shows the illumination of the earth's surface
-is viewed from the North Pole. Note that the areas overlap slightly so that terminals
in these overlapping areas could relay communications from two satellites. This
Wouild permit around the world message transmission through two or more satellites

(2) The drawbacks to this type of system lie in the technical difficulties
experienced in orbiting the satellites, the satellite's vulnerability to attack, and the
weight limitations imposed by the high altitudes required. The limited weight
reduces the am-ount of communications equipment and, thereby, limits the amount
ot information that could be handled by such a system. The advantage of this
systemn is that the satellite would always be available for use by all ground stations.

(3) The low- and medium-altitude satellites have a much more restricted area
of illumination. For direct communications, the ground stations must
simultaneously have an LOS radio path to the satellite. A worldwide
communications system using random orbit satellites (fig. 2-9) requires a
considerable number of satellites in operation, so that the ground stations have
a mutually visible satellite available almost all of the time. Random orbit systems
also require ground stations to relinquish contact with a satellite as it passes from
view and acquires another.

2-4. BOOST TO ORBITAL ALTITUDE.

a. Rocket Motors. Communications satellites are lifted into orbit by space
veniclos, which are launched vertically for structural and aerodynamic reasons.
Rocket motors provide the motive power for these vehicles. A rocket motor is
j reacticn motor that works on the action-reaction principle with thrust being
cOroduced by the expansion of gases in an enclosed space. The expansion of gases
is caused by the reaction of a fuel with an oxidizer. A jet aircraft engine is also
a reaction motor- however, it uses oxygen from the atmosphere as the oxidizer.
This limits the jet engine to altitudes at which oxygen is available to support the
combustion process. Rocket motors are, classified as solid propellant or liquid
propellant types according to the fuel that they use.

b. Solid Propellant Rockets. The solid propellant rocket works on a principle
,iryiilar to the small gunpowder rockets used for fireworks displays. It contains
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CCP105-5 -98

Figure 2-7. Illumination of earth from synchronous satellite.

CCP105--5-99

Figure 2-8. Worldwide synchronous satellite systems illumination viewed
from North Pole.
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Figure 2-9. Representation of polar orbit satellite svstem.
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a fuel that is a combination of burnable material and an oxidizing element. Thu
fuel is burned in a restricted combustion space with nozzles to direct and acceler ate
the outgoing gas flow (fig. 2-10).

(1) Unlike the simple black powder rocket, in which the thrust is obtained
by s.mply packing a tube or cylinder with the propellant and allowing the gases
to exit from one end, today's solid propellant motors are extremely complex in
design. The fuel, often referred to as grain, is generally prepared in the semiliquid
form and cast into the motor tube. Internal shapes and the lamination of fuels
with different burning characteristics are used to change the burning rate and the
flight characteristics of the rocket.

(2) One method of achieving directional control is to place restrictors, or
deflectors, directly in the flow of exhaust from the motor and use them to change
the direction of thrust. Until recently, solid propellant motors were restricted by
their own weight/energy ratio and were not capable of developing the extremes
of thrust in proportion to their weight that could be achieved by the liquid fueled
types. However, breakthroughs in the chemistry of the solid propellants now
indicate that the solid propellant rocket will achieve considerably wider use. The
POLARIS missile is an outstanding example of the use of this type of motor.

(3) In applicaticn to satellite 'launching, solid propellant motors are
frequently used in the upper stages of multiple-stage vehicles.

c. Liquid Fueled Rockets. The liquid propellant rocket (shown in greatly
simplified form in figure 2-11) carries two tanks outside the combustion chamber,
one for fuel and one for oxidizer.

(1) The oxidizer and fuel, in liquid form, are metered to the combustion
chamber and ignited; from that point on, the function of the rocket is identical
to that of the solid propellant motors. In practice, the liquid propellant motor
is much more complicated and presents enormous design problems.

(2) An advantage of the liquid fueled type of motor is that the thrust of
the motor mnay be controlled by varying the amount and proportion of fuel fed
into the combustion chamber. Current boosters using liquid fuel have been able
to achieve more thrust and higher specific impulse than those using solid propellant
fuel.

d. Escape Velocity. The techniques of rocketry are based on an application
of Newton's third law: For every action there is an equal and opposite reaction.
The action is provided by the hot expanding gases and the reaction is that of
movement of the vehicle and its payload. From this law has evolved a calculation
fundamental to all rocket theory and represented by the following formula:
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Figure 2-10. Solid propellant rocket motor functional diagram.
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Figure 2-11. Liquid propellant rocket motor funct-ona! diaqrj m.
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Vn = V In Mt M- M (2.10)

where

Vm is maximum velocity of the missile

Vg is velocity of gases escaping from rocket nozzle

In is natural logarithm

Mt  is takeoff weight of rocket

MP is weight of propellant

(1) In order to overcome the earth's attractive forces, an escape velocity
of 37,000 ft/s must be achieved. Equation (2.10) indicates that in order to attain
this velocity the vehicle must have either a high exhaust velocity (V,) or a high
ratio of takeoff weight to burned-out weight. This ratio, known as the mass ratio,
is represented in equation (2.10) by the term:

Mt(2.11)

Mt - MP

Since an exhaust velocity of 9,000 ft/s is near the upper limit for presently available
rockets, a mass ratio of 60:1 is required to enable the vehicle to attain escape
velocity.

(2) With the weight of the rocket and structure, this mass ratio seems
impossible to attain. However, if a multiple-stage booster rocket is used and each
booster and its accompanying structure is discarded as its fuel is expended, the
required mass ratio can be achieved and escape velocity attained. Satellite vehicles
are usually designed so that the thrust exceeds the weight of the vehicle by 30
to 50 percent. This is the same as a thrust-to-weight ratio of 1.3 or 1.5 to 1
on the ground. As the vehicle ascends, vehicle weight is reduced by fuel
consumption. Therefore, the ratio of thrust-to-vehicle weight is improved. Further
acceleration with the same thrust is gained at high altitudes as the resistance of
the atmosphere is reduced.

(3) After the first rocket booster burns, it is jettisoned and the second booster
is ignited. Each stage provides a separate propulsive interval. The thrust of the
second stage need not be as great as that of the first stage, since the total weight
of the vehicle has now been diminished by the weight of the first stage.
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(4) When the vehicle attains altitudes above 30 miles the atmosphere no
longer presents any appreciable drag. The vehicle is now turned away from the
vertical and begins to acquire the velocity tangential to the earth that is necessary
to establish the satellite orbit. This is usually a relatively early maneuver, since
the tangential velocity acquired during the boost stages lessens the additional
velocity required at injection.

(5) When all but the upper stage has been jettisoned, the satellite and the
upper stage coasts along in an orbit; however, it is not usually the desired orbit
for the satellite. Generally, the perigee will lie too close to the earth's surface,
or even under the earth's surface if the satellite continued in this path. The apogee,
however, will have been chosen to coincide with the desired altitude for injection.
The vehicle, consisting of the satellite and injection motor, is allowed to coast
in this orbit until it attains the injection altitude, at which point injection occurs.

2-5. INJECTION INTO ORBIT. When the satellite reaches V e djesir~d a Titul1R

it is injected into the desired orbit. This is the most cri' cal of the maneu_-es
in orbiting a satellite in that the final increment of velocity must occur at e'xact~v
the right altitude, be of exactly the right magnitude, and be '!- the 'proper direction.
To achieve these conditions, some form of guidance system must be provided.
This system may be entirely self-contained within the injection motor and
programmed before the vehicle is launched, or it may involve response to commands
from the ground. Most of the systems used today involve raaar tracking and
command from the ground. A radar beacon is installed in the injection vehicle
and is tracked by several ground radars. This provides the triangulation necessary
to determine the satellite path and the Doppler shift. The radar-derived data is

fed into a computer which designates where the thrust is to be applied and 11-e
amount of thrust to be used. The direction of the thrust is controlled by gyroscopes
within the vehicle. Directional changes are made b-/ using smnall pas jets. The jets
are formed by a small tank of compressed gas or generated by T-v decornpositir
of hydrogen peroxide. The nozzles are situated in opposing pairs so tit the ne!
change of thrust to the entire vehicle is zero, but the torque will rotate it to
the desired position.

a. Required Velocity. To determine how these factors apply to the preceding
discussion, consider a satellite with a mass of 1 kg which is to be injected into
a circular orbit at 8,000 miles altitude. At this height the gravitational attraction
in Newtons (N) will be:
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GI M, M,-
F (2.12)

r 
2

Nm 2

(6.67)1011 (Ikg) (5.98) 2 4 kg
kg2  = 1.08 N

w12.9 X 106 m (6.37)10 6 m12

where

r is altitude of satellite + radius of earth in meters

The centrifugal force necessary to balance this will be created by a v of:

M, v 2  
I/'(1.08 N)r

1.08 N r v = -_

S106 M(.13)

v 1.08 N (110 m = (4.56)103 m/sec

In general, a circular orbit is achieved by giving the satellite the proper velocity
at the desired altitude, so that the force of gravity will equal the centrifugal force.
The equations can be simplified as:

V = -ljMe

r

-(6.67)1011 (Nm2\ (5.98)1024 kg

(2.14)

(2)107 2se (whM-r r is in meters)

(1) When o frmula for the force of gravity was equated to the formula;
for the centrifugal force, the mass o the satellite canceled out. That is why equation
(2.14) ,oes not nv;Il j thk-, ..t t, mass. Velocity for a circular orbit depenc,
only ,in the a!nti r ,f tf sa'h( ilile, whether the satellite mass is 1 or 1,000 k,,
Whei the 'otellit, attainm he prannr velocity 3t d given height, it will remain ai

a r(:ai ar or., t. iiowi( this jo, rot discard the mass factor when considerinj
the t)ooster rorlht. F, .:ta t, te mn s , tie greater the thrust must be in 0 r
')icl',wvo ta deslr .1 ''rr. With" rtjarl to the energy required for launch.
ow J t',  srt tt i n , vitil , ;lerence.
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(2) Equation (2.14) also shows that the greater the altitude, the lower the
velocity needed to maintain the orbit. However, greater altitudes always cost more
in terms of boost energy. The total thrust energy needed to orbit a satellite at
an extreme altitude is greater than for a lower altitude, even though the necessary
orbital velocity is less. Present booster rocket capabilities limit the weight of the
payload that can be lifted to synchronous altitude; therefore, the weight of the
equipment that can be carried aboard is limited.

(3) Although these considerations have been based on the illustrations of
a circular orbit, it is possible to vary the shape of the orbit to any desired degree
of eccentricity. This is accomplished by adjusting the magnitude and direction of
the thrust velocity at injection. There are practical limits and in extreme cases,

where the elongation is such that the velocity at perigee is extreme, the orbit
vvil! gradually decay. The deck- is primarit y j(I-, to or> sh: :.,s hih-speed
encounter with atmospheric parl les at perigee. The satel itc. .-jh e.vertja Iy 12int(r
denser atmosphere where air friction will cause it "c .

b. Latitude of Injection. If injection is suei: ,ntr., "

can have any desired major axis length and eccent., Hcr.v.'.- V I
which a particular orbit inclination can he achiet . i. i , 'e h,:'.toie
-)f the launch site.

(1) To obtain a 28-degree inclination launching frmjrn C, ,'r Kenmedy the boost
;ihases and injection should all be aimed straight east (or straight west for a
retrograde orbit). When this is done the satellite vil' rn.. .-, rctly over any
f'oint on earth farther north than 28 degrees N oitt T,- io less than a
28-degree inclination from Cape Kennedy ,., ri, : edi i ' : kr:,. r , tIrbi)
is first required. The intermediate orbit is achwied when c e eoAt ot v,st shot
is made from the launching station. As a result, the r; :;j,1,0! a' "ie of the parking
orbit will be the same as the latitude of Cape Keriri,;y. When the sctellite is aove
the equator, the thrust of the remaining rocket e,,ime s applied ." rignt ang;i_(s
to the parking orbit. In reaction to this thrust, !!,e sat'o ,A ve,rq intr, err orbit
of the desired inclination with no change in enil,- , ' C:r or velocity Ois Is
the technique known as doglegging. An eguatorial orb,: could 1)t: achieved v"ithouT

doglegging if the satellite were laiuncned along the -,,Iitor

(2) Unless the technique of dogleqging is used, thc angle of inclination of
the orbit cannot be any less than the Idtitude of tne imnh i. .- r jX'dtll It_

)tnce the latitude of Cape Kennedy is 28 degIree- ' I . '
j! a satellite launched from Cape Kerinely cannet jl he l !!.-r, 2" ,rer;,ees eCau se
the point of injection is a point on the orbit. Hence, a 'atel te ne i rw,, Iturn

to the latitude at which it was iljr;tcd.
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2-13. SATELLITE CONTROL. The two main aspects of satellite control are
crientation control and position control. Orientation control is required in a
communications s~atellite for initial orientation and for all subsequent adjustments
so the antenna will constantly view the earth and the solar cells will view the
sun. Position control is required for initial satellite emplacement and to compensate
for forces which tend to divert the satellite from its orbit. Such forces include
lunar and solar gravitational action, lon gitude- dependent variations in the earth's
gravitational and magnetic fields, and solar radiation pressure. Some orientation
and position control systems are completely contained within the satellite and
require no outside control. Other 'control systems allow ground controllers access
to the control loop which affords more flexibility.

a. Orientation Control. Orientation control (attitude control) is defined as
the control of a vehicle about any, or all, of its axes (roll, pitch, and yaw).

(1) Spin stabilization. Spin stabilization operates on the principle that the
direction of the spin axis of a rotating body tends to remain fixed in inertial

space. A natural example of spin stabilization is the effect of the earth's rotation
in keeping the earth's axis fixed in inertial space. A satellite having a spin axis
parallel to the earth's axis will maintain this position since both axes are fixed
in inertial space. Figure 2-12 illustrates the use of this principle with an equatorial
orbit satellite. Spin stabilization requires virtually no additional energy or
expenditure of mass once the system is in motion. A spin-stabilized satellite is
usually shaped as shown in figure 2-13. The satellite is constructed like a flywheel
with the heavier equipment mounted in the same plane and as close to the periphery
as possible.

(a) After orbital iniection the satellite spin axis is oriented with the earth
axis by means of the axial jets. Radial jets are pulsed to spin up the satellite.

(b) Jets are pulsed when necessary to provide orbit position and attitude
correction (fig. 2-13). Reference and error signals for the control loop are provided
by su n, star, and earth sensors in conjunction with preprogrammed ephemeris data
and/or ground commands.

(2) Gravity gradient stabilization. The gravity gradient stabilization method
requires no 'power, or expendable mass, once it has been deployed. This method
Wiows mnore of the satellite electrical power and weight to be available for
.o,!municationq purposes. In addition, a satellite stabilized by the gravity gradient

method can irse a highly directional antenna with its inherent gain advantage,
resistance to jamming, and frequency reuse capabilities.
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Figure 2-12. Representation of spin-stabilized satellite.
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Figure 2-13. Spin-stabilized satellite controls functional diagram.
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(a) The gravity gradient stabilization system uses as a control element one
or more rods that ma: extend several hundred feet from the satellite, as illustrated
in figure 2-14.

(b) In this illustration, point C (in the satellite) is at the center of gravity
of the syste n and ir .,n orbit. Therefore, the force of gravity and the centrifugal
force are balanced d: that point. Since the protuberances from A to C and C
to B are tied together, A, B, and C all must make a revolution around the earth
in the same elopled t; e and have identical periods. For a given period, centrifugal
Fr-ce anr! rav;wil !e balanced at only one altitude, in this case the orbit of
C. At n, tl e " i '!g that of C) is longer than required to balance gravity

d -- " . ':, . -enter of the earth is felt at B. At A, the period
(also beinj t,, .. _: -* . -- rter than that required for balance, and A experiences
.z f- ....... : of the earth. If the line connecting AB is somehow

,.;toted ,-_.,." from the line through C and the center of the earth)
the attr o, f B1 - ,ri 1he center of the earth and the repulsion of A' from
the cerier uf ci- ear- .suihs in a torque being applied to the satellite. This torque
tends to restuor the rn- A3 to a position which points toward the center of the
earth.

A[
STABILIZING TORQUE

/

\ STBi. ZED CENTRIFUGAL FORCE

J , ABIREPRESENTS

ST4BILiZiNG "> DISPLACED BOOMS
TORQUEB
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f~u.2 14. Graphic representation o gravity gradient stabilization.
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(c) An interesting example of natural gravity gradient stabilization is given
by the earth's natural satellite, the moon. As a result of the net inward force
on the near side and the net outward force on the back side of the moon, the
moon always keeps one face toward the earth.

Md Since a satellite could not be launched with two large rods protruding,
the rods are extended by a mechanism when in space. The rods consist of preformed
tapes of silver plated beryllIium-copper alloy wound on motor-driven storage drums.
To extend the rods, the drums are unwound by a ground command or by a
programmed timer within the vehicle or satellite. As many as six rods may be
used to provide stabilization on all axes.

(e) There are still several problems to be overcome in the gravity gradient
stabilization system.

1. Thermal bending of the gravity gradient rods results from the fact that
one side of the rod is exposed to the sun. The differential in thermal expansion
causes the rod to bend. Rod bending affects stabilization by changing the location
of the axes of inertia and the center of mass of the system.

2. Residual magnetic fields in the satellite tend to align to the local magnetic
field produced by the earth's magnetic forces and solar-induced magnetic fields.
This produces torques that tend to cause orientation errors.

3. After injection into orbit and until stabilized, the satellite will physically
oscillate. Since the space environment offers little resistance to this oscillation,
decay time will be excessively long. Damping techniques to shorten this decay
time are being developed and tested. These include rods of various configurations,
contraction and expansion of rods, use of reaction jets, and the earth's magnetic
field.

(3) Inertia wheel stabilization. In the inertia wheel stabilization system,
masses attached to the satellite are rotated to create a reaction force that causes
the satellite to rotate in the opposite direction. An inertia system is illustrated
in figure 2-15. In this system the satellite's attitude is conveyed by a sensor to
a control unit, which compares the actual attitude with the required attitude. If
an error exists, the control unit releases the brake and supplies power to the drive
motor, which rotates the inertia wheel at high speed in the direction opposite
to that in which the satellite must move. This causes the satellite to rotate to
the desired attitude. When an error no longer exists, the control unit removes power
from the drive motor and applies the brake. The sensors used to supply the attitude
signals to the control unit may be infrared horizon sensors, star trackers, or
gyroscopes.
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b. Position Control. Synchronous satellites require a means of providing
position control or station keeping. The axial and radial jets used to place the
satellite in its final position are also used for station keeping. The new synchronous
satellites carry enough fuel to reposition themselves to a completely new
subequatorial point, if necessary. Station keeping can be accomplished by inertial
controls but is usually performed upon command by the ground controllers.

SENSOR

DRV OO

INERTIA
SOLAR CELLS WHEEL

BATTERIES

CONTROL UNIT-

CCP105-5-104

Figure 2-15. Inertia wheel stabilization functional diagram.
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CHAPTER 3

3-1 INRODCTIN.SATELLITE 
TRACKING

a. Satellite acquisition and tracking is a major element in the operation
of a satellite communications link. Ground stations are required to locate the
satellite, achieve radio contact, and 'maintain contact while the satellite is in view.
Once acquisition of a synchronous satellite has been achieved by a ground station
antenna, only small changes in antenna position are required to maintain
communications. With the random orbit satellite, the ground station antenna is
constantly in motion. Because of the comparatively narrow beamwidth of the
antenna, it must track with high accuracy. This requires comparatively sophisticated
equipment.

b. There are several elements in the process of establishing and maintaining
a link. In sequence, these are as follows: determining the satellite orbit, predicting
the satellite location, pointing of the ground station antenna, acquisition of the
satellite, and tracking. The steps in this sequence are discussed in paragraphs 3-2
through 3-5. The satellite ground station complex, while varying somewhat from
location to location, is essentially a transmitting and receiving station equipped
with a highly directional antenna. The antenna is power driven and controlled with
extreme accuracy with respect to direction of pointing and rate of motion.

C. Beacon and telemetry equipment are important elements in the tracking
system. The beacon is a transmitter that transmits a relatively low power signal
from the satellite. This signal is used as an aid in satellite location by the ground
station. Telemetry refers to the data transmitted by the satellite to provide the
ground station with information on its condition and operational state. Each
satellite transmits its individual beacon code imposed on the beacon signal to permit
positive identification of a particular satellite. The equipment and frequencies used
for beacon and telemetry functions are usually separate from the communications
equipment and frequencies in the satellite.

3-2. ORBIT PREDICTIONS AND EPHEMERIS DATA.

a. General. In considering the operation of a system consisting of as many
as two dozen satellites in a variety of orbits, the initial problem of knowing where
to look for a satellite becomes extremely important. Once an orbit has been
established and the orbital parameters are known, it becomnes relatively easy to
predict when and where a satellite will come into view. This prediction capability
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is the basis for the initial step in the acquisition and tracking of communications
satellites by the ground stations.

b. Ephemeris Data.

(1) An ephemeris is a table showing the calculated positions of a satellite
(or any heavenly body) at regular intervals of time. The ephemeris of a satellite
is calculated from its orbital parameters and a knowledge of the laws of motion.
Once the orbit has been determined the ephemeris data for a station may be
computed from knowing the satellite equatorial crossing times and the longitudes
at which the satellite track (the path on the earth's surface directly beneath the
satellite's orbit) crosses the equator. The information on the orbit is constantly
updated by tracking stations, so that precise ephemeris data will always be available.

(2) While the satellite moves at high speeds, its orbital characteristics will
change slowly. The period, inclination, and dimensions of the major and minor
axes will vary slowly or not at all for a stable orbit.

C. Orbital Prediction.

(1) The constants defining an orbit are initially obtained by the process of
tracking. The rocket is tracked by radar from time of launch until it passes out
of sight. The recorded tracking data is sufficient for making rough predictions of
the orbit. These predictions are made rapidly with a computer and sent to other
tracking stations in other parts of the world. The other tracking stations around
the world watch for the satellite during its first trip and record additional data,
which enables more precise predictions to be made. Thus, during the first few
orbits, tracking stations all around the world are progressively obtaining more
accurate data concerning the satellite. These data are put into a computer and
corrections are repeatedly made to earlier estimates of the orbit.

(2) Once the initial predictions are complete and the satellite link becomes
operational, there is very little change in these calculations. The orbits will change
slightly over a period of time, but these changes are so gradual that predictions
will be accurate enough to be used for weeks or months without further corrections.

3-3. ANTENNA POINTING.

a. When the orbits are known precisely, an ephemeris can be calculated
for each satellite of the system. These ephemerides can then be distributed to
the ground stations.

b. Antenna pointing instructions are derived from the ephemeris of a
satellite. These instructions must be computed separately for each ground station
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location. A satellite which bears due north of station A at an antenna elevation
of 25 degrees may simultaneously bear due east of station B at an antenna elevation
of 30 degrees. While the orbit of the satellite is determined by applying the
considerations discussed in chapter 2, pointing instructions are determined by taking
into consideration both the orbital predictions, and the latitude and longitude of
each ground station.

(1) Coordinate transformations.

(a) It is convenient to express the ephemeris in terms of a geocentric
coordinate system; that is, a coordinate system whose origin is the center of the
earth rather than some point on the surface of the earth. Pointing instructions
are obtained by converting the geocentric coordinates to local coordinates by a
further calculation.

(b) A natural geocentric coordinate system is the one which gives the position
of the satellite in terms of spherical coordinates. The position is described by the
distance from the center of the earth, and the latitude and longitude of the point
on the earth, which is directly beneath the satellite at a given instant (satellite
point).

(c) While the use of modern computers for orbital calculations permits rapid
calculations in. any coordinate system desired, an ephemeris should be considered
to be a table giving satellite position relative to the earth as a whole. The calculations
that convert geocentric coordinates to local coordinates are called coordinate
transformations.

(d) From the standpoint of acquiring radio contact with a satellite, only
the local azimuth and elevation angles are important. Knowledge of the bearing
and elevation of a satellite, at the time planned for acquisition, permits the antenna
to be properly pointed. In addition to position, the ground station requires
knowledge of the velocity at which the satellite is approaching in order to properly
adjust its receiver to compensate for the Doppler shift. Thus, predictions of both
position and velocity must be made from the ephemeris and transformed into local
coordinates.

(2) Survey and alignment To perform a coordinate transformation, the
location of the ground station antenna must be known accurately. The exact
location is .determined by surveys. The antenna is aligned mechanically and
electrically so that it points exactly in accordance with pointing instructions.
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(3) Preparation of pointing instructions.

(a) There are two steps in the preparation of pointing instructions. The first
step is the planning that concerns the selection of a satellite to be used at a given
time between each pair of ground stations. The second step is the calculation of
pointing instructions for the acquisitions that have been planned.

(b) The use of satellites to set up particular communications links requires
planning. The varying and contingency needs of users must be considered. With
a limited number of random orbit satellites, it is possible that there may be no
satellite in the common view of certain pairs of ground stations for minutes or
hours at a time. Also, failures of electronic equipment will sometimes occur.
Planning must take all of these things into consideration in order to make best
use of the satellites.

(c) Antenna pointing instructions are calculated for planned satellite
acquisitions and for additional acquisitions to provide reliability in event of satellite
equipment malfunction. Calculations are performed at the SCCF by a central
computer and forwarded to the ground stations. The SCCF provides a program,
several weeks in advance, for planned and contingent satellite use. The SCCF
receives data on satellite acquisition and tracking from each ground station. This
information is used to update and check the computer's ephemeris data bank.

3-4. ACQUISITION.

a. The acquisition of satellite signals by a ground station equipped with
large antennas and operating at super high frequencies places severe requirements
on the acquisition system. These requirements can be divided into two problem
areas; spatial-time uncertainties and frequency variations.

b. The spatial-time acquisition of a satellite involves knowing both its
position in space at some instant of time and its signal frequency. Nothing would
be accomplished if the antenna locates the right point in space and the receiver
is not tuned to the right frequency. These problems are discussed below.

(1) Spatial-time acquisition.

(a) Very accurate pointing data is supplied to the ground station by the
SCCF. However, due to equipment limitations it is necessary to conduct an area
search in the predicted location of the satellite in order to make initial contact.
This searching consists of a manual or automatic scanning of a small area around
the point where the satellite appearance is predicted.
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(b Once the beacon signal from the satellite has been received, the tracking
receiver generates error signals for the servomechanism of the antenna. The signals
position the antenna in the direction of maximum possible signal and allow the
system to automatically track the satellite.

(2) Timing control.

(a) Timing signals for the entire system are provided by the SCCF. Each
station has a local time standard or clock that is synchronized with all other timing
standards throughout the global system.

Mb The local time standard is the focal point for fulfilling all timing
requirements within the station.

(3) Frequency control.

(a) Frequency control compensates for ground and satellite equipment
instabilities and for frequency shifting resulting from the Doppler effect. (Doppler
effect (in this case) is the apparent change in frequency of any electromagnetic
radiation when the distance between the source of the radiation and the observer
is increasing or decreasing owing to the motion of either or both.) Frequency
instabilities due to equipment are negligible in comparison with frequency shifts
caused by Doppler effect since the oscillators in the satellite and ground station
are extremely stable. Doppler effect shifts the frequency of the beacon signals
from the satellite to the ground in the acquisition mode and shifts the frequency
of the communication signals going from one ground station to another through
the satellite.

(b) In the acquisition mode, when the ground station is listening for the
satellite beacon, the relative motion between the satellite and the ground station
creates a condition that causes the frequency of the satellite signal to change during
the saelt' orbital pass. This makes it necessary to control the tracking receiver
so that it will change frequency to follow the change in the incoming signal. This
change is calculated from the ephemeris data and is used to control the receiver
during acquisition.

(c) During tracking, frequency control is accomplished by comparing the
incoming signal with a signal of known frequency generated by a highly accurate
standard. As the incoming signal varies, due to Doppler shift, the variation from
the standard signal is followed as a differential frequency. This differential
frequency is used to generate electronic commands that shift the receiver frequency
to compensate for the Doppler shift. Details of time and frequency control are
discussed in chapter 8.
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3-5. TRACKING METHODS.

a. When a satellite has been acquired, the ground station antenna must
continue to track that satellite as long as it is to be used as the communications
relay.

b. Two methods of tracking are being used; these are programmed tracking
and automatic tracking.

(1) Programmed tracking.

(a) In programmed tracking, the known orbit parameters of the satellite are
fed into computation equipment to generate antenna pointing angles. The antenna
pointing angles are fed as commands to the antenna positioning servomechanisms
(chapter 9) which point the antenna in the required direction.

(b) In using programmed tracking with narrow beamwidth antennas, as used
in satellite communications, the amount of data and computation involved in
pointing the antenna is extensive. In addition, some deviations from calculated
pointing angles arise as a result of antenna mount flexure and atmospheric and
ionospheric bending of radio waves. Since these uncertainties exist, programmed
tracking is not totally satisfactory.

(2) Automatic tracking.

(a) Automatic tracking systems provide advantages over programmed tracking
in that they track the actual signal received from the satellite. Since automatic
tracking systems are following the apparent position of the satellite; that is, the
direction of arrival of the radio signal, the real position of the satellite is not
required. The automatic tracking system is a servomechanism, and once acquisition
has been accomplished, it continually generates its own pointing data, thus
eliminating the requirement for data input and computation.

(b) Two varieties of tracking antenna systems are used. Antenna systems can
be divided into those which physically move to point in the right direction and
those which process the signal from various antenna elements to keep the antenna
beam properly oriented. Examples of the first type are parabolic dishes and
examples of the second type are phased arrays. Phased array techniques have
recently been developed for the antiballistic missile program and multipurpose
aircraft radar. Because the antenna does not physically move, the phased array
scans much more rapidly than a mechanically scanned radar. The computers that
control the beam steering can also develop more than one beam to track multiple
targets while scanning. The Air Force is using a phased array at Eglin AFB, Florida,
for satellite tracking.
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(c) Sequential lobing techniques such as conical scanning and simultaneous
lobing techniques such as monopulse are used for automatic tracking. Both of these
systems are employed in satellite communications applications. Both depend on
generating an error signal when the satellite is not in the desired part of the antenna
pattern and using this error signal to drive the.antenna pointing servomechanism.
Examples of both systems are described in chapter 8.
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CHAPTER 4

SYSTEM DESCRIPTION

4-1. OVERALL SYSTEM DESCRIPTION.

a. A satellite communications link between two DCS subscribers is shown
in figure 4-1. The DCS switches and local loops-to-DCS subscribers shown are not
actually a part of the satellite communications system but are included to show
the relationship of the satellite communications system to the total system.

b. The satellite communication ground complex can logically be separated
into the following: (1) The satellite link terminal, (2) the interconnect link, and
(3) the terminal operation and control area. The satellite link terminal provides
a means of receiving the information relayed by the satellite. The intfrcorirnct
link provides the means for relaying this information to the DCS switch. The
terminal operation and control area ensures that the correct connections are made
within the network at the proper time; i.e., the link termiral antenna is pointed
at the appropriate satellite and is, in turn, connected by the proper interconnect
link to the correct DCS switch.

c. The interconnect links consist of conventional communications systems
(LOS microwave, tropospheric scatter, cable systems). The satellite link terminals
consist of equipment specifically designed to maintain radio contact with the
satellite (tracking antennas, computer, etc.).

d. The terminal operation and control area may actually be a separate
control facility (in the case of earth terminals employing a number of link terminals)
or merely some additional equipment in the satellite link terminal.

4-2. FUNCTIONAL DESCRIPTION.

a. The basic function of a satellite earth terminal is to provide the means
by which one DCS switch can transfer information to another DCS switch. Existing
satellite earth terminals designed to perform this function and those planned for
the future will vary somewhat in detail. Some existing terminals were originally
designed and built for specific assignments and include only limited operational
characteristics.

b. These terminals are relatively simple, while other stations have additional
equipment incorporated into the design. However, the principles of operation are
essentially the same for all the stations. Thus, a single basic station can be visualized
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in which the functional requirements will remain equally true for all specific
equipments, though the details of equipment and layout may vary between some
stations.

(1) Link terminal.

(a) The link terminal consists of the equipment designed to communicate
with, and through, a satellite. This normally consists of an antenna and associated
transmitting, receiving, telemetry, modulating, demodulating, and multiplex
equipment.

(b) The link terminal is equipped to accomplish some, or all, of the following
functions:

1. Receive signals and irocess these signals to the proper form for
transmission to the satellite.

2. Transmit the processed signals to the satellite.

3. Receive and demodulate signals from the satellite.

4. Generate and record tracking data.

5. Acquire and track the satellite.

6. Process the demodulated information received from the satellite to put
it in the desired form for transmission to the DCS switch.

7. Provide timing signals to all station equipment.

8. Provide performance data to operating and control personnel.

(2) Interconnect link.

(a) An interconnecting link usually exists between the satellite terminal and
the source of communications to be transmitted and received via the satellite. This
source is generally a DCS facility (communications center or switching center);
however, in some cases it may be the actual user. The interconnection equipment
provides a link to the source as well as providing proper input/output signal levels
and signal processing.

(b) Specialized processing equipment (inband signaling equipment, delay
equalizers, echo suppressors, and order wire facilities) between the two sources
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may also be includ(;d, as would any other device necessary to fulfill the
communications relationship between the user and the satellite link. The
interconnect link is terminated at one end by the DCS (or user) and at the other
by the satellite terminal.

(3) Terminal operation and control area.

(a) The terminal operation and control area includes the equipment to
establish and exercise operational control over all functions of the earth terminal.
This consists of signal processing and buffering equipment; display, timing and
performance monitoring systems; equipment command and control systems; the
local computer system; and order wire facilities, as required.

(b) The terminal operation and control area is equipped to provide the
following functions:

I. Receive, process, and disseminate all data from control sources (orbital
predictions, telemetry requirements, and schedules).

2. Process and provide such data received from the satellite or from the
link terminal as may be required by control sources.

3. Process performance data received from the link terminal and
interconnect link.

4. Record and process telemetry data received from the satellite via the
link terminal.

4-3. EARTH TERMINAL SUBSYSTEM.

a. Figure 4-2 represents a typical earth terminal. The major objective of

the earth terminal is to transmit signals from the interconnect link to a satellite
for relay to another earth terminal and to receive signals relayed from the other
earth terminal via the satellite. The paths for this transmission and reception process
are indicated by wide lines (black for transmission and white for reception).
Secondary functions that support the performance of the ground station's primary
function are indicated by narrow lines.

b. Signals to be transmitted are received from the interconnect link. The
signals are processed, or stored, in the signal processing and buffering subsystem,
which is part of the operation and control function. The buffering subsystem
compensates for the changing path length during a pass of the satellite. The signals
held in the storage subsystem are read out at the proper time, as determined by
the timing subsystem.
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c. The signal is sent to the modulator-demodulator (modem) where it is
multiplexed with other information and put into proper format for transmission.
The multiplexed signals are sent to the transmitter subsystem where they generate
a modulated rf signal. This modulated rf signal is directed through the antenna
subsystem to the satellite. The antenna beam is directed toward the satellite by
the tracking subsystem, the local computer subsystem, or both.

d. The signal being transmitted from the other end of the link is received
by the antenna subsystem. Information to position the antenna is derived from
this received signal by the tracking subsystem. The received signal is also processed
by the receiver subsystem, which amplifies the received signal and translates it
down to the frequency required for the modem. Since the received signal will
be shifted in frequency by the Doppler effect, the local oscillator frequency supplied
to the receiver subsystem must also vary with time. The frequency supplied will
be predicted by the local computer subsystem or will be controlled by a Doppler
tracking loop in the tracking subsystem. The received signal is sent to the modem
for demodulation and demultiplexing. The signal is processed and transmitted via
the interconnect link to the switching center.

e. Other subsystems essential to the operation of the link terminal, but
not involved in its primary function are the display subsystem, equipment control
console and performance monitor subsystem, and the order wire which provide
the indications and controls necessary to operate the system from one location.
Arrows labeled with C or P indicate that the equipment control console and
performance monitor are connected to practically every other major subsystem.
The order wire allows the operators of the link to use the link for coordination
or checkout procedures. The antijamming (aj) modem will not be used normally
but will replace the normal modem when the system requires protection agains.t
jarmmin g.

(1) Transmitter subs ystem.

(.) The transmitter in the satellite earth terminal converts the baseband, or
signals to be transferred, to the proper rf for transmission and amplifies the signal
to a level great enough to overcome losses in the transmission path.

(b) A functional block diagram of a typical ground station transmitter is
shown in figure 4-3. Frequency generation and control may be accomplished within
the transmitter subsystem or may be achieved through the use of frequencies derived
in other subsystems devoted exclusively to frequency control.

(c) The baseband amplifier takes the information to be transmitted (voice
signals and teletype signals combined, or a video signal) and amplifies it to the
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level.needed for modulation. The baseband amplifier must have sufficient bandwidth
to pass the total baseband signal and must be linear to avoid crosstalk and distortion
of the separate signals contained in the composite baseband signal.

(d) The outputs of the baseband amplifier and the frequency generating unit
are fed to the modulator, which imposes the information to be transmitted upon
the carrier generated by the frequency generator. The output of the modulator
goes to a frequency multiplier or a translator. The purpose of this unit is to raise
the frequency of the signal to the proper frequency for transmission. For the
transmitter illustrated, a combination of multiplication and translation is used; the
unit serves the additional purpose of supplying the desired deviation. For instance,
if a carrier that is being deviated 1 kHz is tripled, the deviation of the tripled
carrier will be 3 kHz. A frequency multiplier multiplies the carrier frequency and
the deviation by the same amount. A frequency translator (or mixer) merely changes
the frequency with no change in deviation. By the proper selection of multiplying
the translating stage the correct frequency and deviation can be provided: this
is an important factor in the performance of the frequency modulation (fn) system.
When the signal is at the proper transmission frequency and has the correct
deviation, the signal is amplified to the proper power level to drive the final power
amplifier.

(e) Satellites normally are at a considerable distance from the earth terminal
transmitter and; therefore, require a large power output from the transmitter. At
present, klystrons and TWT's give large power outputs at the frequencies required
and are discussed in chapter 8. The final power amplifier, with its primary power
supply, heat exchanger, and control and protection circuitry make up the bulk
of the traiismitter.

(2) Receiver subsystem.

(a) The receiver in a satellite communications earth station selects the desired
signal from other signals and noise, amplifies it to a suitable level, and translates
it from the rf employed for transmission by the satellite to the baseband frequency.
Figure 4-4 is a block diagram of a typical ground station receiver.

(b) In satellite communications, the performance of the receiving system is
determined mainly by the noise introduced in the first stage of amplification. To
keep this noise to a minimum, a low-noise device, such as a parametric amplifier,
is employed as the first rf amplifier. The parametric amplifier (chapter 8) is cooled
to keep thermal noise to a minimum. In addition to a low noise characteristic,
the parametric amplifier can handle wide bandwidths and tune over wide ranges.
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(c) The output of the parametric amplifier is fed to the first mixer. The
signal is mixed with injection frequency from the first local oscillator to yield
an intermediate frequency (IF). Typically, the IF is in the 30 to 90 MHz range.
The injection frequency must have the same stability requirements as the
transmitter. In use, many systems employ the same frequency generating unit for
both the transmitter and receiver, or may use a separate frequency generating
subsystem. The first mixer must also have a fairly low noise figure since the noise
generated in the first mixer stage contributes to the overall noise figure (chapter
8)

(d) The first local oscillator receives timing signals from the earth terminal
frequency generation and control subsystem. In addition, a Doppler correction
voltage which keeps the receiver on the transmitter frequency (in spite of Doppler
shifts caused by satellite velocity) is received from the computer. This Doppler
correction voltage is developed from a computer predicted Doppler value based
on past satellite orbits. The output of the first mixer is connected to the first
IF amplifier.

(e) The first IF amplifier stage amplifies the signal and feeds it to the second
mixer. By this time, the signal level is high enough and noise considerations are
not of primary concern. The signal is mixed at the second mixer with the frequency
from the second local oscillator (a voltage controlled oscillator). To maintain a
constant frequency output from the second mixer, a phase-lock loop is used to
track the incoming frequency. This consists of the second mixer, second IF
amplifier, phase-lock demodulator, and a voltage-controlled second oscillator. The
phase-lock loop is explained in chapter 8. In addition to the phase-lock loop
correction voltage (automatic frequency control (afc)) applied to the second local
oscillator, channel select and slew voltages are also applied. The channel voltage
varies according to the portion of the first IF band used. The slew voltage is varied
to provide vernier control for initial acquisition and lockup.

Mf Since received signals may vary greatly in amplitude, some provision must
be made to prevent extremely strong signals from saturating the amplifiers. This
is accomplished by means of automatic gain cont-ol (agc). The agc circuit senses
the signal level and provides a voltage to reduca amplifier gain, if required. As
shown in figure 4-4, the first and second IF amplifiers, the second mixer, and
the demodulator are sensing points. The agc: generates a control voltage, which
is applied to the first IF amplifier to adjust the gain to the optimum, over rather
large excursions of signal strength. Since the parametric amplifier gain should be
as large as possible to give good noise performance, agc is not used to reduce
its gain. The receiver employes an fm signal.

(g, In order to use amplitude modulation (am), a similar system could be
employed. In this case the detector would be a simple am detector. The
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amplification in the parametric amplifier, first IF amplifier, and second IF amplifier
must be linear (output proportional to input). In the fm system, limiting (in the
form of nonlinear amplification) would be intentionally employed to eliminate any
am of the signal.

(3) Antenna subsystem.

(a) The antenna subsystem, used for transmitting and receiving at the satellite
communications earth terminal, consists of a reflector (to shape a beam of rf
energy), a feed (to match the impedance of the atmosphere to that of the
transmission line), and the transmission line system (to couple the rf energy from
the tra nsm it ter- receiver to the feed). Either Cassegrainian or prime-focus feed
antennas are used at the earth terminal. For a description of these antennas and
their advantages, refer to paragraph 7-4.

(b) In reception, the received signals are focused by the antenna reflector
on the feed, propagated along the transmission line, and passed through a receiver
filter to the receiver. The main purpose of the receiver filter is to reject the
transmitter frequency of the local transmitter. The receiver provides discrimination
against unwanted frequencies, but the high level of the transmitted power, if not
attenuated, would literally burn up the first stage of the receiver. The receiver
filter normally provides about 100 dB isolation at the transmitter frequency.

(c) For transmission, the signal is generated in the transmitter and passes
through the harmonic filter, transmitter filter, and out the feed. The filters in
this line prevent radiation of unwanted components of the transmitter output. The
harmonic filter dissipates any harmonics of the transmitter frequency generated
by nonlinearities in the power amplifier. This prevents radiation and interference
with the station's own, or other, receivers. In addition to the desired transmitter
output, noise is amplified in the transmitter power amplifier and transmitted. This
noise is generally many dB below the desired transmitter output and decreases
with separation from the carrier frequency. As a result, the noise at the receiver
frequency may be 120 dB below the transmitted frequency; however, with the
high-power transmitters used, this noise might still be 80 dB above the receiver
noise. This, of course, is intolerable. The transmitter filter rejects this noise and
will have a rejection of more than 100 dB at the received frequency. To achieve
the high rejection, a high Q waveguide filter is used. The high Q waveguide filter
results in larger than normal peak currents in the walls of the waveguide, which
causes more *attenuation in the filter than in a normal piece of waveguide. As
a result of the high currents in the filter, heating takes place and some method
of cooling the filter is required. Cooling methods range from simple cooling fins
to forced air systems. In extreme cases liquid cooling is used.
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(4) Tracking subsystem.

(a) After the satellite has been acquired, it is tracked using a tracking system
such as that illustrated in figure 4-5. The objective of a tracking system is to
determine the elevation and azimuth angle corrections required to move the antenna
so that it continues to point directly at the moving satellite. The outputs of the
comparator are identical to those described in the discussion on the monopulse
method (paragraph 8-7). When the azimuth and elevation angles, respectively, drift
off the antenna's center beam, 0 and 0 have a nonzero value. The symbol 2: is
a reference signal.

Mb All receiver microwave components are mounted in an equipment package
at the apex of the antenna's parabolic reflector. The feed horns are connected
to the microwave receivers by short lengths of waveguide. Since the equipment
package moves with the antenna, no flexible joints with their potential loss
coefficients are required between the feed horns and the receiver front ends.

(c) Normally, each of the three receivers has two IF stages. The signals enter
the first mixer without preamplification. After mixing, they are amplified and
passed to the second IF stage. In order to obtain high acqu.isition sensitivity, the
reference signal Z is detected in a narrowband phase-lock loop. The phase-locked
oscillator of the reference channel acts as the local oscillator for all three tracking
receivers, decreasing fm noise in the difference channels. Coherent detection with
post detection filtering (error signal filters) is employed in the different channels
to achieve a low noise tracking error signal.

(d) The amplitude of the error signal, generated by the antenna misalignment,
is compared to the reference signal Z in the error detector. For small displacements,
this unit produces an output proportional to the angular displacement. This output
signal is amplified in order to drive a servomotor that realigns the antenna pointing
angles.

(e) To initiate the process of acquisition and tracking, ephemeris data are
fed into the local computer. The computer calculates the initial search angles and
transmits the necessary signals to the servomotors, which positions the antenna
for acquisition. Essentially, this computer drives the servosystem in a manner that
reduces the difference between a stored position reference in the computer and
the output of the position encoder.

Mf In order that current knowledge of the satellite's orbit be available to
the local ground station for possible reacquisition and for ephemeris Updating, a
computer-compiled record of the satellite's track may be kept. This is performed
by recording the output of the position encoder in digitalized form and printing,
or taping, the resultant timed record.
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(g) A manual override is available to station personnel which will allow
retention of a minimal workable system should any malfunction occur.

(5) Modem and antijamming modem.

(a) The signal to be transmitted is fed to the modem from the signal
processing subsystem or alternately to the aj modem. The modem is employed
in normal operation. The aj modem is employed when the system must operate
while being jammed or in conditions of unusual interference.

(b) The modem transforms the information to the form required for
transmission and also combines individual information channels to form one
composite baseband signal. This operation, which may be accomplished on a
time-division or frequency-division basis, is called multiplexing. (A discussion of
multiplexing is given in paragraph 8-4.) When time-division multiplexing is
employed, the modem will receive timing pulses from the timing subsystem. In
cases where frequency-division multiplex is employed, frequencies derived from the
frequency standard section of the stable local oscillator will control the frequencies
used in multiplexing.

(c) The aj modem serves the same function as the normal modern but
provides protection against enemy jamming by increasing the bandwidth of the
signal.

(6) Timing and frequency generating subsystem.

(a) The timing and frequency generating subsystems are closely associated
and will be discussed together.

(b) The acquisition of a signal at some point in space at some instant in
time (spatial-acquisition) must also involve acquisition of the signal in the frequency
sense. In other words, nothing would be accomplished if an antenna locates the
right point in time and space but is not tuned to the right frequency. Further,
if it is tuned to the right frequency initially, the communciations will be broken
unless there is some means of staying on the right frequency as well as the right
space-time location. These considerations point up the need for strict time and
frequency control, not only within the local station, but throughout the entire
system. Details of time and frequency standards are discussed in paragraph 8-5,
and no attempt is made to identify specific items of equipment used in this type
of control. This discussion is in general terms and only the broad, Oneral methods
are outlined.

(c) To meet the requiremert for strict timing control throughout the entire
system, it is obvious that synchror;-ation of all time elements must be maintained
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by a central source. This standard time is supplied to all of the local stations
through one of the several techniques. Each station will have a statior, time standard
or local clock that, though of extreme accuracy in its own right, is even more
accurate when synchronized with all other timing standards throughout the global
system. This local time standard is the focal point for fulfilling all timing

requirements within the station, whether those requirements be the synchronization
of timing commands or space-time instructions to the local computer.

(d) Frequency control primarily concerns two areas. These are listed as
frequency instabilities (in ground transmitter, satellite translator, satellite
transmitter, and ground receiver frequency references) and Doppler shifts.

(e) Equipment frequency instabilities are negligible. Oscillators designed and
used in the satellite and ground station are extremely stable, and any slight
instabilities are corrected by various compensating circuits as discussed in paragraphs
4-3(1) and 4-3(2) on the transmitter and receiver, respectively.

(f) The relative motion between the satellite and the ground station will
create a condition which, in effect, causes the frequency of the signal from the
satellite to change (Doppler shift) during its orbital pass. This makes it necessary
to control the receiver so that it will change frequency automatically to follow
the change in the incoming signal. This is accomplished by comparing the incoming
signal with a signal of known frequency generated by a highly accurate standard.
As the incoming signal varies, the variation from the standard signal is followed
as a differential frequency and is used to generate electronic commands that shift
the receiver frequency. This same differential frequency is processed and used to
drive display and recording devices and to shift the transmitter frequency.

(7) Display and equipment control subsystem.

(a) A typical satellite communications ground station has display and control
subsystems as a part of the operations control center. The heart of the terminal
operation and control center is the control console. It provides the personnel in
operational control of the earth terminal with a means of maintaining ceniral
control over all subsystems.

(b) Also, the control console provides a means of inserting manual override
signals to units normally automatically controlled and serves as a focal point for
the origination and reception of verbal information to and from operating and
maintenance personnel. The station supervisor has facilities available for
communicating with the various units under his command.
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(8) Earth terminal computer

(a) Some earth terminals are equipped with a general purpose digital
computer. This computer receives instructions from the system's master computer
at the SCCF. Together, these computers provide data for antenna pointing and
frequency control. The digital computer is also used for secondary functions, by
means of time sharing and provision of appropriate programs. The SCCF computer
computes data for several weeks in advance and sends this data to the earth terminal
computer. The data pertains to time, position, and frequency information
concerning the satellites in view of the station.

(b) A digital storage device (magnetic drum or magnetic tape machine) is
connected to the computer for storing permanent or semipermanent data or
programs. This storage device will read out and store information or feed in
(control-instruct) information to the computer. Examples of its application are as
follows:

1. Store ephemeris data (predictions) as received from the SCCF via data
circuits, or airmail, and read out the data to the computer, as required.

2. Store precise ephemeris data as supplied by the tracking subsystem, when
it is operating in the lock-on mode, as a matter of record and for possible later
transmission to the SCCF.

(c) Earth terminals, not having the computer, receive the ephemeris data
from the computer of another earth terminal or from the master computer at
the SCCF.

(9) Order wire subsystem. The order wire subsystem provides earth terminal
personnel with access to some of the channels relayed via satellites. This provides
a channel in which link operation, or checkout, can be coordinated with other
ground stations in the network.

(10) Performance monitor subsystem.

(a) The performance monitor subsystem monitors system parameters to
provide operating and maintenance personnel with information concerning the
performance status of the various subsystems. Typical examples of parameters
monitored might be transmitter power, frequency and deviation, forward and
reflected power into the antenna feed system, and receiver noise figure.

(b) To provide the required information, the performance monitor will accept
inputs from almost every major subsystem. In turn, much of the information
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developed in the performance monitor subsystem will be sent to the display
subsystem, where it will be presented visually or audibly to the system operator.

4-4. INTERSITE LINK SYSTEMS.

a. Central Switching Centers.

(1) Preceding parts of this publication have discussed the various systems
within a typical satellite communications ground station. These have primarily
pertained to the equipment groupings and internal functions of the ground station.
All of these are absolutely necessary if the ground station is to accomplish its
mission. ; 3wever, unless the communications processed by the ground stations
can be extended to the persons who require the use of these communications,
no practical value can be realized from the impressive array of equipment stacked
in a station. This section discusses the means of accomplishing this extension.

(2) It is impossible to give every subscriber a station that will communicate
through a satellite to every other subscriber. Instead, central switching centers are
established. These switching centers serve many subscribers and have a variety of
means at their disposal for forwarding traffic from one subscriber to another,
including satellite communications. Before this means can be used, the traffic must
be sent to, or received from, the satellite communications earth terminal. The
common designation, in referring to this portion of the communications traffic
picture, is the interconnect link. This is the communications link that ties the
earth terminal to the designated switching center.

(3) In a typical earth terminal, one or more of three general types of
communications systems are used to link the station to the switching center. These
are tropospheric scatter systems, LOS microwave systems, and landline systems.
The choice of system depends upon many things; the location of the switch, the
distance and terrain to be spanned, whether the link crosses friendly or enemy
territory, the available frequencies, the existence of mutual interference between
earth terminal equipment and intersite link equipment, and facilities presently
installed. To familiarize the reader with possible configurations that may be
encountered and to give some insight into why particular systems were designated
in specific locations and how they work, the following discussion is included.

b. LOS Microwave Systems.

(1) The term LOS as used here, refers to a path between two terminals over
which no obstruction exists to the rf path. Obstructions can include natural and
manmade obstacles or the curvature of the earth. For the power and the frequency
normally used, this LOS consideration determines the maximum path length that
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can be spanned between terminals. Under average propagation conditions, using
normal antenna tower heights and transmitter power, the LOS path will be
approximately 30 miles with no relay.

(2) The carrier frequency for a microwave system generally ranges from 0.350
to 12 GHz. Power requirements are on the order of 1 to 10 watts. Figure 4-6
illustrates the configuration of the uquipment in an LOS terminal with a frequency
diversity app~ication. This type of system has a 600-channel capacity and offers
exceptional reliability.

c. Tropospheric Scatter.

(1) Tropospheric scatter system frequencies range from 400 MHz to 8 GHz.
Path length ranges from 75 to 400 miles. Power requirements vary from 1 to 75
kW, depending on path length, propagation angle, type and degree of diversity
employed, and the number of channels used (up to 600 channels). In addition
to the fact that this type of system provides a high degree of reliability over a
long period of time, tropospheric scatter is an ideal interim system capable of
providing for initial or expansion needs.

(2) Figure 4-7 is a block diagram of a typical tropospheric scatter system
terminal configuration. Following the signal flow for a tropospheric scatter terminal,
the information inputs to the multiplexing equipment are in the form of separate
4-kHz channels. These channels are arranged side-by-side by the multiplexing
equipment in the form of a composite baseband signal called a frequency-division
multiplex (fdm) signal. The baseband signal is subsequently sent to the transmitter
terminal equipment, where it frequency-modulates a subcarrier that is raised to
the carrier frequency by means of frequency multiplication and frequency
translation. The new fdm signal at the carrier frequency is amplified by the tropo
exciter, which sends the signal to a high powered klystron amplifier. At this point,
two methods are available for propagating the signal to the receiving terminal. If
the system design is such that separate antennas are used for transmitting and
receiving, the signal is sent directly to the transmitting antenna. If, as is normally
the case, one antenna is used for both transmitting and receiving, a high power
duplexer is included in the system. The function of the duplexer is to permit
simultaneous operation of the transmitter and receiver using the same antenna.
In this case, the signal is sent to the duplexer and then to the antenna.

(3) The receiving antenia intercepts the scattered signal and passes it through
the duplexer. A low noise front end (normally a parametric amplifier) receives
the signal, processes it, and passes it on to the tropospheric receiver (fig. 4-7).
This particular system uses dual space diversity with horizontal and vertical
polarization. This means that each receiver block can receive two signals of a
particular polarization.
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(4) The receiver amplifies the rf signal from the front end (the parametric
amplifier is frequency selective) and sends it to the receiver terminal equipment,
where it is mixed with a signal developed by the local oscillator in the receiver
terminal group. This mixing process produces an IF which carries the intelligence.

(5) The intelligence is obtained by passing the IF through a demodulator.
Once this is accomplished, the intelligence is n the form of a baseband signal.
This baseband is sent to the demultiplexing equipment, which separates the
information contained in the baseband signal into separate communications
channels.

(6) In the discussion of the signal flow, some of the blocks shown in the
tropospheric scatter terminal diagram (fig. 4-7) are not mentioned. These blocks
are ancillary equipment and are not necessarily a part of the signal flow. The basic
functions of this type of equip ient are described below.

(7) The control and monitor blocks shown for receiver and transmitter,
together with their display console, perform the housekeeping functions for the
terminal. Their functions consist of monitoring complete major units and critical
circuits within the major units. The local order wire forms an independent
communications channel, whereby control and monitor functions may be carried
out without interfering with the operation of the individual communications
channels. In addition, the order wire function is used to connect several radio
links independent of the multichannel radio system, thereby establishing an
independent communication path for control and monitor functions over several
terminals.

d. Signal Flow for a Microwave Terminal.

(1) The signal flow through an LOS microwave terminal is essentially the
same as that shown for the tropospheric scatter system with the exception that
some equipment functions are deleted and several others are substituted. As an
example, the relatively low power associated with an LOS terminal precludes the
requirement for a power amplifier because the exciter can supply the rf carrier
at the required level.

(2) In addition, a bipolar feed can be used to provide some discrimination
between the transmitted and received signals on the same antennna. A branching
filter network is used to separate the individual rf channels.

4-21



CCP 105-5 15 April 1974

e. Landlines.

(1) Certain factors contribute heavily to any decision made for the use of
landline connections for the intersite link. These factors are considered in the
following discussion concerning the use of cable systems and open-wire systems.

(2) The frequency range of both cable and open-wire systems depends, for
the most part, on the particular carrier system employed. The physical
characteristics of the two differ to the extent that in open-wire systems both 2-
and 4-wire applications are in use, and in addition, heavier gage wire, as opposed
to the 19 AWG wire generally used in cable systems, is used. The large channel
capacity of cable systems makes them more suitable for the satellite
communications system than the smaller channel capability of open-wire systems.
An important factor is that both methods provide good security from the
interception of data by hostile forces. However, it must be pointed out that the
landline path must be in friendly territory where the possibility of sabotage is
virtually nonexistent. The use of amplifiers along the landline path can extend
the range of a landline system to practically any path length desired. Figure 4-8
shows a multichannel cable system typical of those that could be employed for
the intersite link.

(3) In a multichannel cable system, the multiplexing, modulation,
demodulation, and demultiplexing are similar to the tropospheric scatter or
microwave system. When using cable the signal is sent over wire. The radio system
signal is propagated from an antenna. In the case of cable, low power amplification
is possible at the source and amplifiers along the cable route can be used to increase
the distance of the signal path.

(4) From these discussions of the various systems that could be used for
the intersite link, it can be seen that all of them (microwave, tropospheric scatter,
and landlines) provide a large number of channels with good reliability. Since a
reasonably wide range of path lengths is available, any of the three systems could
satisfy an individual intersite requirement, depending upon the distance between
sites and the terrain involved. In addition, each system can be expanded to meet
the needs of the future.

f. Order Wire.

(1) As with any other communications station, order wire units will be
provided. An order wire is the name given to the link that is usually set up between
communications stations for use by station personnel.

(2) This permits operations or maintenance personnel to talk with each other
during the course of troubleshooting, while performing tests on a link, or while
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going through the formalities of establishing the link. Normally, the order wire

link is a full-duplex link.

4-5. SYSTEM AVAILABILITY.

a. Satellite Availability.

(1) In order to establish a satellite communications link between a pair of
ground stations, there must be a satellite present in the part of the sky that is
mutually visible to the two stations. The probability of one satellite of a system
being visible to a given pair of ground stations is determined by a number of
parameters. These are as follows:

(a) Location of ground stations.

(b) Orbit altitude (or period, since one positively determines the other).

(c) Orbit inclination.

(d) Orbit shape (circular or elliptical).

(e) Number of orbital planes and uniformity of spacing.

Mf Number of satellites in each orbital plane.

(g) Minimum allowable elevation angle of ground station antennas.

(h) Minimum acceptable message time.

(i) Maximum acceptable waiting time.

(2) Referencing the preceding items ((a) through (i)), the location of the
ground stations (a) is fixed by the communication requirements of the system
and availability of suitable site. Orbit altitude (b) involves a number of
considerations; e.g., high altitude orbits will make the satellite visible to more widely
separated ground stations and for longer periods of time (h), but the longer period
of a high altitude orbit will increase the waiting time (i) before its reappearance.
Also, the longer path length will increase the path loss of the radio signal.

(3) Orbit inclination (c) involves the projected path of the satellite over the
earth's surface. Polar orbits offer an advantage where most of the ground station
pairs are 30 degrees or more in latitude, since a station at 30 degrees latitude
can see the satellite (6,000 miles or more in altitude) until it passes over the nearer
pole of the earth.
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(4) The orbit shape (d) considers the eccentricity of the orbits. Variations
in altitude resulting from ellipticity of the orbit do not offer any clear advantage;
therefore, the orbits should be as nearly circular as is practicable. A greater number
of orbital planes (e) will increase trunk availability, but this must be balanced
against the cost of additional launches.

(5) The number of satellites in each orbital plane (f) is another consideration.
It is desirable to have as many satellites in each plane as possible. This is
accomplished by using a single booster to carry as many as eight satellites. Minimum
elevation angle of ground station antennas (g) is a consideration, since satellite
communications antennas will not normally be operated below 7-1/2 degrees of
elevation. At lower angles, the rf signal must be propagated through the earth's
atmosphere for greater distances, resulting in greater absorption of rf energy by
the oxygen and water vapor in the atmosphere. Furthermore, the effective noise
temperature of the system increases at low antenna elevdtion angles. This is due
to the thermal radiation noise of the earth being picked up by either the side
lobes or the main beam of the antenna. Additionally, antenna elevations below
7-1/2 degrees impose restrictions on the choice of ground station sites, since the
ground station area would have to. be very flat and free of obstructions.

(6) Other considerations that affect satellite availability include satellite
failure, eclipses which prevent solar power generation, and environmental conditions
(solar storms) that disrupt the link. These situations can be relieved by
replenishment launches, storage battery capacity, and satellite redundancy,
respectively.

b. Satellite Bunching.

(1) Where several orbital planes cross, satellite bunching can occur if more
than one satellite is near the proximity point. This in itself is not serious, provided
that the system has enough satellites to ensure that the bunching does not leave
a void in another area, thus causing loss of capability.

(2) Bunching can provide additional channel capability on occasion, when
the bunched satellites are far enough apart so that their signals can be separated
by the earth terminal antennas.

C. Satellite Hand Over.

(1) With quasi-synchronous satellites, a given satellite will serve a particular
pair of ground stations for a period of several days. The end of this time period
is determined by the time that the satellite sinks below the antenna horizon (7-1/2

degrees) for either of the two ground stations operating as a link. When this occurs,
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the ground station pair must switch their antennas to another available satellite.
There will be some interruption or outage of service while the antennas acquire

and lock on to the new satellite and the stations verify that a link has been

(2) A second antenna can be used to acquire and lock on to a new, visible
satellite before the satellite in service has disappeared. In this way, outage time
can be reduced to less than a second.

(3) The hand-over requirement is greatly eased with quasi -synch ronoL s
satellites, since hand over occurs only once every several days. With synchronous
satellites there will be no reason to go through a hand-over process.

d. Satellite Command and Control.

(1) The term satellite command includes the coded signals which direct the
satellite to turn on (or off) its transmitter or receiver, or switch between wideband
and narrow band modes. These functions are the responsibility of the ground
stations. The tracking stations are responsible for issuing commands to the vehicle
to change altitude in relationship to the earth, to read out stored telemetry data,
or as in the case of fixed or stable satellites, to change orbit.

(2) For those satellites incapable of automatic receiver on/off operation,
commands are issued from ground stations for their control. Signals are transmitted
in a coded form which, when matched with stored commands, cause the vehicle
to respond to the command issued. A mismatch receives no response. Spurious
codes and noise neither receive a response nor an action from the vehicle.
Interference and control by unauthorized signals is also minimized.

(3) Acknowledgment of the command is transmitted to the ground station
prior to the execution of data/telemetry transmission. Verification of the
acknowledgment is followed by the expected output from the vehicle or the
execution of the command issued to the satellite.

e. Channel Capacity.

(1) The IDCSP is made up of satellites at quasi-synchronous altitudes. Each
satellite has the capacity to handle a minimum of five multiplex channels (some
satellites are multiplexed to 12 channels). As illustrated in figure 4-9, the satellite
receives F, and F2 from station A and translates these carriers to F6 and F7
for transmission to station B. At the same time the satellite receives F8 , F9 and
Flo from station B and translates them to F3 , F4 , and F5 for transmission to
station A.
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Figure 4-9. Channel depiction diagram.

(2) Channel configuration is flexible and can be altered to comply with
operation requirements; spreading the spectrum to overcome noise, or jamming,
would reduce the number of available channels.

4-6. EARTH STATION CONTROL AND SCHEDULING.

a. The satellite communications system requires a means of controlling and
scheduling the particular satellites in orbit that will be used by pairs of earth stations
(terminals) at any given time. With many satellites in orbit and many earth station
pairs desiring to communicate with each other, the magnitude of this task can
be appreciated. Also, at any time there may be several satellites in common view
of earth station pairs. Almost all satellites will be in common view of more than
one pair of earth terminals most of the time. Add to this already complicated
situation, the fact that the satellites have multiple access capability and it becomes
clear that we must also consider which channels of which satellites Will be used
by which earth stations. Further, malfunctions in equipment do occur, requiring
the operational condition of satellite and earth-based equipment to be considered.

b. The SCCF at DCA Headquarters maintains overall system control
responsibility. It assigns link terminals and satellites for test operations and assigns
satellites to special users. Operational schedules are generated only by the SCCF
or, in appropriate cases, by the subordinate area communications control function
(ACCF). The weekly earth station communications status reports are effective for
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periods during which operational communications are handled (including emergency
operations).

(1) Earth station control function.

(a) The functions required to control the communications satellites and the
ground network associated with them are defined as the control subsystem (fig.
4-10). In terms of facilities, the control subsystem includes the SCCF and the
link terminals. The control subsystem interfaces with the Defense Communication
Agency Operations Center (DCAOC), satellite communications test operations
center (SCTOC), satellite test center (STC), area communications operations center
(ACOC), and the DCS technical control (DCSTC) facilities. In terms of functions,
the subsystem includes the SCCF, the ACCF, and the earth station control function
(ESCF). These functions ar. supplemented by the orbit and station visibility
generation functions of the STC.

(b) Overall control is the responsibility of the SCCF as implemented through
the control subsystem. In keeping with the concept of moderate decentralization,
local control of an area is delegated to an ACCF, who is responsible for the direction
and monitoring of activities of all ESCF's within the area.

(c) The ESCF coordinates and controls the operation and assignments of
link terminals at each earth station. It is responsive to requirements from the SCCF
and the ACCF and performs local coordination and control functions with the
local DCSTC.

(d) The ESCF is not a facility and does not contain equipment as such.
It is housed in the facility provided for the senior, or lead link, terminal at the
earth station. Personnel normally performing the ESCF are assigned to the link
terminal, and the function and duties are considered collateral to other link terminal
routine duties. No electrical interfaces are associated with the ESCF.
Communication equipment requirements are satisfied by the link terminal in which
the ESCF is located.

(e) The ESCF functions are:

1. Accept and coordinate schedules received from the SCCF and the ACCF
and distribute them to appropriate link terminals at the earth station.

2. Accept, coordinate, and distribute antenna pointing data (STC/SCCF data
base).

3. Accept and process routine and exception status information from the
link terminal(s).
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4. Provide the SCCF and the ACCF with routine and exception status
reports.

5. Coordinate the gathering and distribution of link terminal collected track
data to SCCF.

6. Conduct local coordination between link terminals and the local DCSTC.

(f) The ESCF is divided into three basic activities; operations control, status,

and communications.

(2) Control doctrine.

(a) The SCCF is operated as an integral element of the DCS and is
semidependent on the local DCS stations for communications support and the
Headquarters, DCA, and also on local military headquarters for administrative
technical and logistical support. Also, support is provided by the US Army Satellite
Communications Agency, when applicable. ACCF's are control elements subordinate
to the SCCF and collocated with an ACOC, and usually an existing DCS station.
ESCF's are control elements subordinate to an ACCF and the SCCF. Each ESCF
is dependent on the assigned technical control facility (TCF) and rubordinate link
terminals for communications, maintenance, and technical support. In fulfilling its
functions, each element:

1. Extends the span of control to facilitate responsiveness to the
requirements of senior military commanders and other authorized users.

2. Provides the capability requisite to establishing and reestablishing the
assigned portion of the DCS, or other assigned communication links rapidly in
event of a catastrophe.

3. Provides the capability for improving status reporting and accumulating
basic inventory, historical, and analytical data.

4. Provides increased flow of control information for improved management
direction.

(b) The locations of the control elements are listed in table 4-1.

(c) Because of the number and variety of control actions required to ensure
proper performance, complete centralized control is not practical. Therefore, a
moderate decentralization of the system control is established; to be performed
in varying degrees at different locations where it is most practical and economical.
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Table 4-1. Location of control elements

Control element Location

SCCF DCAOC, Bldg. 12,
Arlington, Virginia

ACCF/Western DCA-CONUS, Fort
Carson, Colorado

ACCF/EUROPE DCA-EUROPE,
Vaihingen, Germany

ACCF/PACIFIC DCA-PACIFIC, Kunia
Hawaii

(d) To ensure optimum continuity and quality of communications, each level
of control exercises some degree of monitorship over the action of subordinate
levels of control. Using information derived from this activity, the SCCF supervisory
control point can coordinate and support the activitites of subordinates; thus,
controlling and solving problems in areas controlled or monitored by several
subordinates.

(e) Each earth station operates assigned facilities and takes all corrective
action possible to ensure that service is provided in accordance with assigned
communications requirements, specified engineering requirements and priorities.
When resolution cannot be accomplished by the earth station, the responsibility
for solution is assumed by the lowest echelon authorized to coordinate resources
(ACCF) and passes to a higher echelon (SCCF or DCAOC) if this lowest echelon
also lacks resolution capability or authority. If the communications trunks involved
emanate from and terminate outside one ACCF area, unless otherwise directed,
responsibility for coordination rests with the SCCF and requests for assistance
should be promptly relayed to the SCCF by, or through, the ACCF.

(f) When functioning as an element of the DCS, link terminals will operate
in accordance with DCAC 310-55-1, "Operational Direction and Status for the
Defense Communications System (DCS)," where applicable.

(g) At those link terminals where the satellite communications trunk does
not interface with the DCS, the functions of the technical controller are performed
by the control link terminal operator.
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(h) In addition to the activities outlined above, the ESCF is also responsible
for establishing coordination procedures for conducting operations with the local
DCSTC and between link terminal facilities of the earth station. They must clearly
indicate areas of responsibility, the requirements necessary for good working
relations, and conformity with the expressed, or implied, requirements of the
system.
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CHAPTER 5

MULTIPLE ACCESS OF SATELLITES

5-1. INTRODUCTION.

a. For economic and technical reasons a separate satellite can not be made
available for use by each pair of earth terminals that requires a satellite
communications link. Also, an individual transponder can not be provided for every
possible satellite link. Each satellite transponder must relay several communications
links. That is to say, each transponder must simultaneously receive, translate,
amplify, and transmit signals from several earth terminals. Having signals from
several earth terminals pass through a satellite is referred to as multiple access.

b. Virtually all of the problems associated with providing a satisfactory
multiple access capability stem in one way or another from the fact that present-day
satellite transponders are hard-limiting repeaters. The TWT used in the power output
stage of communications satellites must be driven to near saturation for most
efficient operation. But operating in the nonlinear region of the TWT creates signal
distortion problems. When more than one signal is being received, intermodulation
products are generated within the transponder and small-signal suppression occurs.

c. Most of the newly designed satellites, such as the INTELSAT IV series,
have not been hard-limiting satellites. That is to say, signals above a certain level
are not abruptly cut off, but instead there is a rather gradual reduction in gain
near the saturation level. Nevertheless, the transponders are not truly linear and
intermodulation products are still generated, although their amplitude has been
somewhat reduced. The problem of small-signal suppression also remains in some
degree.

d. Linear transponders may be available some day. At present, the loss of
efficiency in linear amplifiers more than offsets their advantages.

e. There are five different techniques for providing multiple access. They

are as follows:

(1) Frequency division multiple access (FDMA).

(2) Time division multiple access (TDMA).

(3) Spread spectrum multiple access (SSMA).
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(4) Single sideband uplink and frequency division multiplex downlink
(SSB/F DM).

(5) Pulse address multiple access (PADMA).

5-2. FREQUENCY DIVISION MULTIPLE ACCESS.

a. FDMA has been the most frequently used technique primarily because
it is the simplest to implement. With FDMA, each earth terminal accessing a satellite
merely transmits on a different frequency, as depicted in figure 5-1. The satellite
transponder acts as a common amplifier translator.

b. The shortcomings of FDMA are derived from the hard-limiting operation
of the satellite repeater. The intermodulation products generated from the
hard-limiting action waste satellite output power and add noise to the signal.
Furthermore, the frequencies of the carriers accessing the satellite must be selected
carefully to avoid having large amplitude intermodulation products appear at the
same frequency as that of an output communication signal of the satellite.

c. FDMA also requires careful uplink power control and coordination to
handle the problem of small-signal suppression and to ensure that a given pair
of users does not use excessive amounts of the available satellite output power.

d. The advantages and disadvantages of FDMA are summarized as follows:

(1) A Jvantages.

(a) No special circuitry or equipment is required.

(b) No network timing is required.

(c) Voice can be transmitted in normal analog form.

(2) Disadvantages.

(a) The system is vulnerable to jamming.

(b) Intermodulation products waste power and add noise to the signal.

(c) Operating frequencies must be carefully selected to reduce interference
from intermodulation product signals.

(d) Uplink power coordination is required to achieve efficient use of
transponder power and to avoid large-signal capture.
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Figure 5-1. Frequency division multiple access diagram.

e. FOMA is the technique presently used in the INTELSAT, IDCSP and
the DSCS Phase 11 satellites. In actual operation, the shortcomings of the FDMA
technique have not proved to be a serious obstacle to satisfactory satellite
communications.

5-3. TIME DIVISION MULTIPLE ACCESS.

a. With TDMA, each earth station is assigned exclusive use of the satellite
repeater during specific time slots. Access is accomplished by designating a particular
sequence of time slots to each earth station. The time slots for a channel occur
periodically with the period of repetition called the "frame repetition rate" of
the system. Figure 5-2 illustrates how a time frame might be divided into time
slots.

b. Different length time slots can be used for the varying traffic requirements
of the earth station. Figure 5-3 illustrates how a time frame could be divided into
unequal time slots for handling different channel requirements.

C. Since each earth station has exclusive use of the satellite repeater during
the period of its assigned time slot, the problem of large-signal capture is avoided
and there is no need for careful coordination of output power for various accessing
earth stations.

d. Theoretically, TDMA appears to be the most efficient multiple access
technique that can be devised when working with hard:limiting satellites of
present-day design. That is, TDMA can provide the highest information rate for
a given repeater output power.

e. The main disadvantages of TDMA are that it requires careful network
timing and synchronization and it is vulnerable to selective jamming of individual
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Figure 5-2. Equal time frame slot format waveform.
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Figure 5-3. Variable time frame slot format waveform.

links. Network clock synchronization can be accomplished by timing marks
originated in, or repeated by, the satellite. Recent tests, conducted by the
Communications Satellite iCOMSAT) Corporation, indicate that the timing
synchronization required for TDMA may not be as difficult to implement as was
previously assumed.

f. A further shortcoming of TDMA is that it can only handle information
in digital form. Speech must, therefore, be digitized before it can be transmitted
by a TDMA system. Speech digitizing is accomplished by pcm. The need for
digitizing traffic may prove an advantage in the future when digital transmission
becomes more common.
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g. Another disadvantage of TDMA is that data buffering is required. The
process whereby the difference in rate of flow of data from one device to another
is compensated for is called "buffering." Normally data, which may be digitized
speech, will be arriving at the earth station in a continuous stream. TDMA can
only be transmitted during the assigned time slot periods. At the receiving end,
the data will be received in bursts during the time slots. A reverse buffering process
is required to smooth out the data at the receiving earth station before relaying
it on to the user.

h. The advantages and disadvantages of TDMA are summarized as follows:

(1) Advantages.

(a) It is a very efficient system in terms of information capacity.

(b) There is no problem of interaction between signals; therefore,
intermodulation is not a problem.

(c) There is no problem of large-signal capture of the satellite; hence, earth
station power coordination is not required.

(d) It can accommodate earth stations of different sizes and stations having
widely different characteristics.

(e) it can accommodate earth stations having widely different channel
requirements.

(2) Disadvantages.

(a) Network timing is required.

(b) All information must be converted to digital form.

(c) The system is vulnerable to selective jamming.

(d) Buffering of data is required in the TDMVA modem.

5-4. SPREAD SPECTRUM MULTIPLE ACCESS.

a. With SSMA, each carrier signal simultaneously occupies the same wide
portion of the spectrum. The bandwidth of the signal will usually be at least 10
MHz wide and may occupy the whole bandpass of the satellite.
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b. SSMA is usually accomplished by adding the digitized voice signal, or
other digital signal, to a high rate pseudo-random noise code formed by a shift
register generator. The pseudo-random sum signal modulates the earth terminal
transmitter. At the receiving end, an identical shift register generator operating
in synchronism with the transmitting-end generator produces the same noise code.
The noise code is in effect canceled from the signal, leaving the intelligence signal.

c. Multiple access is achieved by the use of different pseudo-random noise
codes for different pairs of earth stations accessing the satellite. Although there
is a certain amount of mutual interference between different pseudo-random noise
codes, the amount of interference between any two codes is actually very small.
However, as more pseudo-random noise signals are added, the mutual interference
increases; this limits the total number of earth stations that can occupy the same
portion of the spectrum.

d. The advantages and disadvantages of SSMA may be summarized as
foillows:

(1) Advantages.

(a) It automatically provides the system with a high degree of jam resistance
at low data rates.

(b) A passive monitor (such as an enemy might employ for intelligence
purposes) can not tell how much traffic is being passed over the system, since
the pseudo-random noise code looks the same regardless of whether or not it is
carrying intelligence.

(2) Disadvantages.

(a) The spread spectrum modulation and demodulation equipment adds cost
and complexity to the system.

(b) Wideband amplifiers are required; this adds cost and increases power
requirements.

(c) Each earth terminal pair must keep their pseudo-random noise generators
synchronized while communicating with each other.

(d) All information must be converted to digital form.
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5-5. SINGLE SIDEBAND MODULATION UPLINK AND FREQUENCY
MODULATION DOWNLINK.

a. Single sideband modulation uplink and frequency modulation downlink
(SSB/FM) uses conventional single sideband for the uplink. Each voice channel
is transmitted to the satellite via its own single sideband channel. The single sideband
channels are multiplexed in the satellite to form a baseband signal for modulating
the fm transmitter of the satellite to transmit back to earth. The fm downlink
signal is demodulated at the earth station to recover the baseband signal. The
baseband signa: is demultiplexed into the individual voice channels. It should be
noted that in order to recover any particular voice channel it is necessary to
demodulate and demultiplex the entire fm downlink signal.

b. With SSB/FM, access to the satellite is achieved by merely checking to
determine what channels are free and tuning the earth station transmitter to a
clear channel. It is assumed that the receiving terminal would be constantly
searching all channels for the appearance of a signal. This straightforward way of
achieving access is the main advantage of the technique.

c. In theory SSB/FM is a very efficient system that would allow an almost
unlimited number of earth terminals to access the satellite without system
degradation. In practice the system has a number of disadvantages, particularly
for a military system.

d. The advantages and disadvantages of SSB/FM are summarized as follows:

(1) Advantages.

(a) Provides the capability for many earth terminals to access one satellite.

(b) Power control is not critical for the earth terminals accessing the satellite.

(2) Disadvantages.

ka) The satellite is more complicated.

(b) Careful carrier frequency control must be maintained at each earth
station.

(c) The entire system capacity is degraded to that of the smallest earth
terminal accessing the satellite when different size terminals must receive and
demodulate the same fm signal.
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(d) The SSB/FMI technique does not lend itself readily to the use of antijam
modulation techniques.

e. It does not appear that SSB/FM will be used for military satellite
communications systems in the foreseeable future. NASA has recently launched
a satellite in its Applied Technological Satellite (ATS) series that uses the SSB/FM
multiple access method. NASA will use this satellite to evaluate the advantages
and disadvantages of this technique.

5-6. PULSE ADDRESS MULTIPLE ACCESS.

a. PADMA can take several forms. In general, multiple access with PADMA
is achieved by assigning a unique combination or matrix of time and frequency
slots to each user station. The time and frequency slots would occur periodically
within the period of repetition being used by the earth station pair. Figure 5-4
illustrates a matrix of time and frequency slots. For example, the time-frequency
slots t 1 fl 5 , t2f3 , and t4 f9 might be assigned to a station to indicate the presence
of a mark signal and t 5 f 11 , t 6 f5 , t7 f1 2 , and t 8 f1 6 might indicate the presence
of a space signal. Each receiver will respond only to the unique time and frequency
slot combination (pulse address) that it has been assigned.

b. There are various techniques for adding the message (either voice or data)
to the pulse address signal. Using this concept of having one address code for
a mark signal and a second address code for a space signal, information can be
sent in binary form. This would require that speech be digitized using the method
described in chapter 7.

c. The operational procedure for stations using PADMA is given below.

(1) Prior to transmitting a message the sending earth station operator adjusts
his receiver to the addressee's pulse code address to verify that the channel is
not busy.

(2) If the channel is not busy the message is transmitted in tdt ^'hannel.

(3) The receiving earth station responds to its own pulse address channel
and rejects all other signals.

d. The advantages and disadvantages of PADMA are summarized as follows:

(1) Advantages.

(a) Rapid earth terminal pair synchronization can be accomplished.
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(b) Network timing is not required although the system will have greater
capacity if network timing is employed.

(c) The system automatically provides some degree of jam resistance.

(2) Disadvantages.

(a) The technique has a limited capacity compared to other techniques.

(b) Stable frequency standards are needed.

(c) Stable time standards are needed to achieve maximum capacity.
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CHAPTER 6

JAMMING OF SATELLITES

6-1. INTRODUCTION.

a. Jamming is defined as action taken against a communications system to
prevent it from accomplishing its function. Antijamming (aj) is defined as action
taken to nullify, or cancel, the effects of the jamming.

b. Jamming can be accomplished by physically disabling or destroying a
portion of the communications system or subjecting the system to electromagnetic
radiation to cause interference with, or loss of, communications. It is this
electromagnetic radiation jamming that is of concern.

6-2. JAMMING TECHNIQUES.

a. At first thought it might appear that a satellite communications systemI
could be jammed on either the downlink (satell Iite-to-ea rth receiving station) or
on the uplink (earth transmitting station-to-satel lite).

b. In considering jamming of the downlink it becomes obvious that the
highly directional antenna of the earth receiving station will reject virtually all
signals except those coming from the immediate direction of the satellite.
Nevertheless, jamming of the downlink could still be accomplished by a
satellite-based jammer placed in orbit so thiat it would appear (to the earth receiving
station) to have tracking coordinates near those of the communications satellite.
However, the time required to place such a jammer satellite in orbit would be
too great to allow it to be of any tactical advantage. Also, the cost of such a
project for jamming only one element of a communications link would be
prohibitive. Therefore, only the jamming of the uplink by an earth-based jamming
station will be considered.

C. It is safe to assume that shortly after a communications satellite is placed
in operation, a potential enemy with any degree of sophistication in electronic
warfare will have compiled data on the satellite. This data would probably include
the following:

(1) Ephemeris data indicating the satellite's orbit characteristics.

(2) Information relative to frequency, bandwidth, and modulation of the
satellite's communications equipment.
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d. On the basis of this information, a jamming technique would be selected.
Jamming operates on the premise that if enough jamming power is radiated into
a receiver, the legitimate signal will be indistinguishable from the unwanted signal.
Various jamming techniques are summarized, as follows:

(1) Spot jamming.

(a) Spot jamming consists of concentrating all of the jamming transmitter
energy in a narrow band to achieve a high noise density in that band.

(b) For purposes of considering noise density in relation to jamming, noise
density power is discussed in terms of watts/MHz. Therefore, a spot jammer
concentrating a 1,000-watt noise signal in a 1-MHz bandwidth is said to have a
noise density of 1,000 watts/MHz.

(2) Broadband jamming.

(a) Spot jamming is ineffective against a wideband signal or a signal that
shifts in frequency faster than the spot jammer can follow it. Under these
circumstances broadband jamming is used. Broadband jamming spreads energy out
over a broad band of frequencies rather than on a spot frequency.

(b) However, the broadband jamming results in a lower noise density at any
one particular frequency. Therefore, a spot jamming signal of 1,000 watts/MHz,
when spread over a 100-MHz bandwidth, will have only a 10-watt/MHz noise
density.

(3) Swept-spot jamming. Swept-spot jamming combines the high noise density
of spot jamming with the wide bandwidth of broadband jamming. This is
accomplished by sweeping the spot jammer, at a very high sweep rate, across the
spectrum to be jammed.

6-3. ANTIJAMMING TECHNIQUES.

a. Frequency Hopping.

(1) A spot jammer can be easily defeated by changing frequency. This
requires the jammer to determine the new frequency and move to it. During this
period, the frequency can again be changed (frequency hopping). Since it takes
approximately 0.25 second for the earth station-satellite-earth station trip, hopping
frequency four times per second denies the spot jammer access to the
communications link. However, it should be noted that frequency hopping uses
a considerable amount of the available spectrum; thus, reducing the number of
available communications channels.
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(2) Frequency hopping forces the jammer to spread his energy (broadband
jamming). This reduces the jammer noise density on any one channel.

b. Spread Spectrum Modulation.

(1) The most efficient aj technique is the processing game afforded by the
spread spectrum modulation technique (with power). In this technique, the
information to be transmitted is added to a hf pseudo-random noise code generated
by a shift register and used to modulate the earth terminal transmitter. At the
receiving end, an identical shift register noise generator, synchronized to the shift
register at the transmitter, generates the same noise code to cancel itself from
the- incoming signal. Thus, only the transmitted information remains.

(2) The spread spectrum signal may occupy the entire bandwidth of the
satellite simultaneously with several other spread spectrum signals (each having a
different pseudo-random noise code). The pseudo-random noise code looks the same
to the jammer whether or not it is carrying intelligence. This forces the jammer
to spread his energy throughout the entire bandwidth of the random noise, resulting
in a reduced jamming noise density and no knowledge of whether the jamming
is effective.

c. Effects of Hard-Limiting.

(1) As the power input to a TWT (used in satellites as power output stages)
increases, the power output increases. However, there is a saturation point where
additional power input (overdriving) will produce no additional output; this is
known as limiting (fig. 6-1). In a TWT, limiting occurs rather abruptly
(hard-limiting). One result of overdriving a hard-limiting device is the production
of large amplitude intermodulation products of the various input signals. This
dissipates much of the available power throughout all of these intermodulation
products, resulting in the output of the desired signals decreasing as the TWT is
overdriven. Thus, a strong signal can effectively "capture" the satellite's
communications channels by suppressing weak signals.

(2) Hard-limiting can be considered an aj technique since it becomes a power
contest between the jammer and the legitimate ground station, with the legitimate
ground station usually being in a more favorable geographic position to capture
the satellite. However, it must be realized that in a situation such as this, legitimate
small signals are suppressed and satellite channel capacity is reduced.
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Figure 6-1. Typical TWNT power curve.

d. Satellite Directional Antennas.

(1) Directional antennas on communications satellites provide an aj capability
depending on the orientation of the satellite directional antenna. Jamming power
received at the satellite receiver is represented by;

Pj PAG! ;k2  (6.1)
(41rRo)

2

where

Pri is received jamming power

Pi is the jammer power

Gi  is the jammer antenna gain

G1 i is satellite antenna gain for the jamming signal

Ro is the distance between the satellite and the jammer

A is the wavelength of the jamming signal.
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(2) It can be seen from equation (6.1) that a low value of Gj will have
a large effect on the jammer power received at the satellite receiver. A 20 or 30
dB attenuation of the jammer signal due to off-axis loss will degrade the jammer
signal to the extent that it will have no effect.
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CHAPTER 7

SATELLITE COMMUNICATIONS LINK PARAMETERS

7-1. INTRODUCTION.

a. Active communications satellite systems are limited by satellite
transmitter power on the downlinks and to a lesser extent by satellite receiver
sensitivity on the uplinks. These limitations are constantly being reduced through
research and development efforts. Until the new equipment and techniques, arising
out of research and development have been operationally tested, it is necessary
to plan operational systems based on proven state-of-the-art techniques. As a result,
earth stations now being planned will have their characteristics largely determined
by the limitations imposed by the current state-of-the-art in satellite design.

b. The communication link can be divided into two parts, the uplink and
the downlink, as shown in figure 7-1. The uplink includes the earth station
transmitter and antenna, earth station to satellite transmission path, and the satellite
antenna and receiver. The downlink includes the satellite transmitter and antenna,
the satellite to earth station transmission path, and the earth station receiving
antenna and receiver. In both cases, the same general elements are discussed:
transmitter, antenna, path, and receiver. Except for the transmission path
characteristics, the characteristics of these elements vary considerably between the
uplink and the downlink.

C. If the measure of performance is taken as the quality of the output
signal at the receiving terminal of the link, it is possible to show the interrelationship
of the parameters which determines the quality of the output signal. This quality
is related to the input carrier-to-noise (C/N) ratio.

d. Paragraphs 7-2 through 7-9 discuss the interrelationships of the system
parameters and describe each of these parameters in order to fully explain the
trade offs necessary to complete a satellite communication link. The mathematical
formula describing the involvement of each parameter is called the transmission
equation. This basic formula applies to the uplink and the downlink.

7-2. TRANSMISSION EQUATION.

a. The basic transmission equation is developed in this text for the uplink
(fig. 7-1). If the earth station transmitter power (PT) is radiated by an isotropic
antenna (fig. 7-7), the power per unit area at a distance R from the transmitting
antenna is equal to the transmitter power divided by the surface area (4irR2) of
an imaginary sphere having a radius of (R). Since the transmitting antennas are
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Figure 7-1. Typical satellite communications link functional diagram.

usually directional there will be a gain (GT) associated with the transmitting
antenna. Then the power per unit area or power density (WL) at a distance R
from a directional antenna is given by:

PTGT (7.1)WL =4iR
47rR 2

where

PT is transmitted power output of ground station

GT is ground station transmitting antenna gain
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The receiving antenna captures a portion of the transmitted power, giving a received
power (PR) based on an effective cross-sectional area of the receiving antenna equal
to AR.

= PTGTAR (7.2)

4vrR
2

Antenna theory gives the relationship between antenna gain (G) and the effective
cross-sectional area (A) as:

4wrA
G =  -- (7.3)X2

where X is the transmitted wavelength.

Solving equation (7.3) for A and substituting in equation (7.2) gives:

P, GT GR X2

PR = (47rR)2  (7.4)

Carrier-to-noise ratio (C/N) refers to the ratio of the energy in the desired signal
to the energy in the undesired signal. To determine the C/N power ratio, both
sides of equation (7.4) are divided by the effective noise power N, which will
be shown to be equal to kTeB R .

where

k is Boltzmann's constant = 1.38 X 10-23 joules/kelvin

Te  is effective temperature in kelvin

BR  is receiver bandwidth in Hz

This gives:

C (X )2 PTGTGR= -k~eBR(7.5)
N ;F, R) kTeBR

This is the standard form for the basic transmission equation. Normally a number
of losses is associated with delivering the signal power to and from the antenna.

7-3
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These losses (para 7-5) are usually lumped together as a single term LR and inserted
in equation (7.5). For convenience, the term (X/47TR) 2 is usually plotted in the
form of a nomograph and is called the free space loss (Ls). The free space loss
Ls and the losses LR are lumped together, giving a total fractional term LT which,
for the uplink, results in:

C PTGTGR LT
- - carrier-to-noise power ratio (7.6)

N kTeBs

The terms in equation (7.6), as they apply to the uplink, are summarized:

PT is transmitted power output of ground station

GT is ground station transmitting antenna gain expressed as a ratio

GR is satellite receiving antenna gain expressed as a ratio

LT is total power losses in the system expressed as a fraction

kTeB R is noise power in receiver bandwidth BR at equivalent noise
temperature Te

b. The various parameters of a satellite communication link have been
introduced in a form whereby the effect of each of the factors on the overall
performance is easily visualized. To maximize C/N the lerms PT, GT, GR, and
LT should be as large as possible, and Te and BR should be as small as possible.
This is the ideal case. In actual practice, performance specifications generally
determine the system parameters which usually dictate the necessary trade offs.

c. It is necessary to understand each of the parameters in more detail before
a discussion of the engineering advantages to be gained by these trade offs is
possible. Paragraphs 7-3 through 7-6 discuss the major parameters: power limitations
(PT), antenna gains (GT , GR), losses (LT), and noise (Te, BR), respectively.

7-3. POWER LIMITATIONS.

a. An active communications satellite is essentially a tran sponder. It
translates the received signal to another (usually lower) frequency and amplifies
the signal in an rf power amplifier. The rf power output, available from the power
amplifier, is limited primarily by the amount of direct current power available
from the prime power source of the satellite. The rf output amplifier of the satellite
is the major consumer of satellite prime power.
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b. The amount of prime power available is restricted by the size and weight
limitations of the satellite. It is for this reason, when analyzing both up and down
links, that the rf satellite output power available for the downlink usually limits
the capacity of both links.

c. The quantity of prime power available within the satellite is determined
by the power-to-weight ratios of state-of-the-art power sources and by the fact
that only a limited number of sources are suitable for satellite use.

d. Many power sources have poor power-to-weight ratios or are too
short-lived for satellite applications. However, solar cells in combination with storage
batteries are suitable for use as prime power sources, although their power-to-weight
ratio leaves something to be desired.

e. Solar cell-storage battery combinations provide continuous-duty service
in satellites at the present time. They are limited to approximately 1 watt of
deliverable power per pound of weight, owing to the relatively low conversion
efficiency of the solar cells. Currently, about 10 percent of the energy in the form
of sunlight converging on the solar cell is converted to electrical power. In addition
to this low efficiency in conversion, solar cells degrade even further when subjected
to bombardment by high energy particles such as those encountered in the Van
Allen belt. Despite these limitations, the solar cell-storage battery combinations
remain the most popular primary power source in satellites.

f. It is not economically feasible at the present time to build and orbit
communication satellites weighing more than a few thousand pounds. This limits
the total available power that can be obtained from the solar cellIs to less than
a kilowatt.

g. When larger booster rockets become economically feasible, other sources
such as nuclear power can be used. Nuclear power sources weighing 1,000 pounds
with a capacity of 3 kW and a life of 27 years have already been constructed
and operated. Nuclear power sources, which can be scaled upwards in power outpu;L
with a sizeable reduction in the weight/power ratio, are well within the capabilities
predicted for the near future. At present, these sources cannot be deactivated once
the reaction has been initiated. This presents no handicap to their use since they
have a more than adequate operating life.

h. Since the rf power amplifier in the satellite is the major consumer of
prime power, maximum rf amplifier efficiency is required. Operational requirements
generally dictate the degree of efficiency that is realized. For instance, certain types
of modulation allow higher efficiency amplification than others, owing to the
operating characteristics of the rf amplifier. Figure 7-2 illustrates the operating
characteristics of a typical rf amplifier. Generally, the higher the degree of linearity
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Figure 1-2. Operating characteristics curve rf amplifier.

,equired, the lower the level of efficiency that can be realized. A discussion of

the efficiency of modulation is presented in paragraph 7-8.

i. Earth station power sources do not present any major problems. Power

requirements for an earth station, ranging from 10 to over 100 kW are easily

obtained from commercial sources or by the use of portable or transportable power
generating equipment.

7-4. ANTENNAS.

a. Types of Antennas,

(1) All rf power must be carefully conserved if a satellite communications
system is to be successful. Antenna design and characteristics are extremely

important. Usually some form of a parabolic antenna (fig. 7-3) is used at the earth

station. The electric field is radiated from the feed device at the focal point of

the parabolic reflector.

(2) As each component of the wavefront (traveling at the same velocity)

is reflected from the parabolic reflector, it is shifted 180 degrees in phase. The
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Figure 7-4. Cassegrainian feed antenna functional diagram.

3. Misalignment between the feed and the reflector, which occurs on prime
focus feed antennas, is eliminated. The lightweight subreflector on the Cassegrainian
feed system (as compared to the bulky, heavyweight waveguide and feed assembly
on the prime focus feed) is mechanically more stable.

4. The main disadvantage of the Cassegrainian feed system is the aperture
blockage by the subreflector and its support assembly. Also, critical alignment
between the reflector and subreflector is required in order to prevent phase errors.
However, these problems can be virtually eliminated in the design stage.

(c) The horn reflector antenna (fig. 7-5) uses a parabolic section as a reflector,
with the horn offset from the reflector section. The horn feed is extended to
meet the reflector. The COMSAT Corporation earth station at Andover, Maine,
used a horn antenna; it proved to be highly efficient and had very little spillover
from the reflector. However, it was over twice as large as a pa abolic antenna
of cumparable gain (177 feet long) and weighed approximately 380 tons.

(d) I r in attempt to reduc2? the size and weight of the horn reflector antenna,
the Cassegranian principle was employed in the casshorn antenna configuration
iflus~rated in figure 7-6. The casshorn antenna is fed through the parabolic reflector,
with the hyperbolic subreflector providing a virtual source similar to the full-size
horn reflector.
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Figure 7-5. Horn reflector antenna functional diagram.
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Figure 7-6. Casshorn antenna functional diagram.
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b. Isotropic Radiation Pattern.

(1) When discussing antenna gain, think of an antenna that would radiate
equally in all directions from a central point forming a sphere of radiation. Such
a radiatoi is termed isotropic or is said to have an isotropic radiation pattern.
Although such an antenna does not exist in practice, it is useful to consider as
a standard or roint of departure.

(2) As stated previously in this chapter, if PT represents the available
transmitter power, then at some distance R (in meters) from the antenna, the
oower de'.Yty (W,_ ;n watts per square meter is given exactly by the formula:

PT

P_ (7.7)
41rR

2

whert.

41rR 2  is the surface area of a sphere of radius R

Therefore, by definition, the power is radiated evenly over the entire surface. Figure
27 represents the field strength of an isotropic antenna.

c. PIraboli Antenna Theory,

(I) Antennas can be designed to radiate much more in one direction than
in others. ThL radiation pattern for such an antenna is represented in figure 7-8.
The ratio of the power density at the peak of the pattern Wp to what the power
density &'ould have been for an isotropic antenna W. is called gain. The numerical
value of an iritnnrj- gain can he expressed as a ratio of the powers or it can be
expressed ir dB by taking ten times the common logarithm of Lhe power ratio.
Figure ;8 -!,o Thows that the power density 'N decreases rapidly as the direction

anql,: ncre zie. As this angle from the direction of maximum radiation intensity
continwi.s to increase, the emissivity experiences a series of maxima and minima.

-los-; h, :a." r-avira are called the side lobes of the beam pattern. The intensitV
t, . side loes f,7 ,jxpresoed as a given number of dB down from' the intcnsity

of thi ;ea of the mi,:n lobu. Good antenna designs have been achieved wh;ch
have the side obes 25 (B or more down (a power ratio oi 320:1) from tlm rm:

l) T -j' (tl '' (t;e-im-. dtO of thi, man beam is .hf rrnc. sectiona:
' b- , :o'mi ca ean. 'd4e< of which are artmlr, rilv ct c ;r.

, : th t , t ,f ;Ir w er points if inver plots were made of tile rlt'n,.x ,
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Figure 7-7. Isotropic antenna pattero.
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Figure 7-8. Directional antenna pattern.

in the beam pattern and a line drawn through the half-power points, the picture
would be as shown in figure 7-9.

(3) Some very precise mathematical relationships exist between beamwidth,
gain, wavelength, and antenna area in antenna design, as stated in equation (7.4).

where

A is antenna area (aperture area) in square meters

OB  is half-power beamwidth in radians

G is gain (power ratio)

c
X is wavelength, in meters = -
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Figure 7-9. Antenna beamwidth pattern.

f is frequency, in Hz

c is speed of light (3 X 108 meters/sec)

d is parabola diameter in feet

Then for parabolic antennas common to microwave applications the following

relationship exists:

4irA 47rAf 2  41rG - = -- (7.8)
Xk2  C2  0 B 2

Typically, most parabolic antennas have an efficiency.of 55 percent. This accounts
for such factors as aperture blockage, antenna misalignment, and imperfections in
the parabolic surface. The above gain formula then becomes:
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G 47r (2.2)n (79)

?I. = anienna efficiency = 55 percent

Or in ternis ot decibels:

G (dB) = 20 log d t- 20 log f -172.5

The heamwidth can also be expressed as a funcLion of frequency and antenna
sIe

N2  (68,700)1062_. - or - - (7.10)
A fd

(4) The gain in figure 7 10 is shown in dB while the beam anylo is shown
in rdians. The graph reveals that arvL;.na gain increases tapidly with both an

increase in diameter Ior aperture area A) and frequency f. Also, gain (G) increases
as beamwidth decreases

(5) Atmospheric disturbances, during bad weather, prevent beam angles frnm

being less than 1 milliradian; hence, antenna gains of more than 72 JB for all
weather use cannot be achieved. This is shown by the horizontal atmospheric limit
line in figure 7-10. For a gain of 60 dB, the illustration shows that the dish size
would approach 100 feet in diameter at S-band (3 GHz) frequencies. For the same
gain, the size becomes proportionately larger as the frequency decreases. Conversely,
for constant gain the dish size becomes smaller as the frequency increases.

(6) [;Igh gain antennas with their narrow beam angles must be accurately
pointed. Gro nd station antennis must also maintain this pointing accuracy while

track'ng the satellite. Large antennas are prone to deform in shape to some extent
as their elevation angle is changed. -hese deformations in shape, in turn, change
the shape of the radiation patterri, reduce the antenna gain, and deflect the center
of the beam away from its intended direction. Deformations of the antenna surface
are .llowable to only a sma!l fraction of a wavelength, so that, although antennas
can be made smaller to reduce the amount of deformation, as higher frequencies
are used the allowable deformation also decreases. Practically speaking, high gain
antennas used for tracking satellites in the 1 to 9 GHz frequency range all exhibit

air .; of 50 tu 60 dB.

(7) The gain figures discussed are only valid for the far field (many

wavelengths away trorn the antenna). Gain figures change with distance and are
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Figure 7-10. Antenna gain bwsta wavelength graph.
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considerably different in the near field. Formulas for computing the distance
beyond which the far field gain formulas apply have been developed but are of
no practical value to this discuWon.

(8) In the preceding material, antenna gain was described as a means of
effectively increasing transmitter power (over isotropic) by the power gain ratio
G. Directive receiving antennas also increase the power delivered to a receiver over
that which would have been received by an isotropic receiving antenna by the
same gain ratio G. Due to this reciprocity, a good transmitting antenna also makes
a good receiving antenna.

(9) The size and weight necessary for high gain antennas restricts their use
for the present to the earth station ends of a satellite communication link, Ground
stations may use separate high gain antennas for the uplink transmitter and the
downlink receiver. Normally, a duplexer is used with the antenna so that the
antenna can be used for simultaneous transmitting and receiving.

(10) Because of the weight involved, principally in the complicated despinning
or stabilizing mechanisms, high gain antennas for use on satellites had to await
improvements in booster technology. For a simple satellite, the antenna is designed
to be as nearly isotropic as possible so that no pointing mechanism need be carried
in the satellite.

011) As discussed in chapter 2, if the satellite is gyroscopically spin-stabilized
on the proper axis, the antenna can be designed to produce a doughnut-shaped
pattern, without requiring additional pointing mechanisms. The doughnut-shaped
radiation patterns could theoretically achieve a gain of 10 dB, but normally a gain
of 3 to 6 dlB is obtainable. Using an antenna pattern that compensates for satellite
spin is called electrically dlespinning.

(12) It is possible to provide oriented antennas for synchronous satellites with
a beamwidth sufficiently large to illuminate the entire face of the earth. Such
antennas have a gain as high as 20 dlB. At present, most synchronous satellites
use mechanically despun antennas. The antenna is rotated by a motor in the
opposite direction of the spinning satellite body. The net result is that the antenna
is stationary relative to the earth. Three-axis stabilization methods are under
development. Using gravity gradient stabilization, or some other method, the
satellite would be stationary in all three axes with respect to the earth. The antenna
would then be mounted directly on the satellite.

7-5. LOSS FACTORS.

a. Major factors in rf considerations, as applied to satellite communications,
are those of propagation and transmission loss.
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b. With PTC defined as the rf carrier power output delivered to ttrw
transmission line leading to the duplexer (either in the earth terminal or aboard
the satellite) and PR c defined as the carrier power delivered to the receiver amplifier
input at either the earth terminal or satellite receiver, the ratio TC/PRC can be
called the transmission loss iLT) of a single communications space link.

PTC LT(dB) = 10 log, 10  - (7.1 ,
PRC PR C

It is convenient to divide LT into the sum of five losses for further study, thus.

LT  = Ls + La + Lr + Lt + Lexr (7.12'

wl° re

Ls  is an isotropic space loss (dB)

Lt  is the loss between the output of the transmitter power ampii',t,

and the antenna (dB)

Lz, is an absorption loss due to normal (clear) weather (dB)

Le,, is excess atmospheric absorption loss during periods of rain (dB

Lr is a loss similar to L, between the receiver antenna input and ,

receiver amplifier (dB)

(1) Isotropic free space loss.

(a) For any free space link, the ratio of the power radiated by the transmitte,
antenna PT to the power absorbed by the receiving antenna PR (if both antennas
are assumed to be isotropic and in free space) is called the isotropic free spuc<i
loss (L.).

PT

R

Ls(dB) = 10 loglo (-) (7.13)

7-17



Cl, CCP 105-5 10 November 1975

(b) This isotr pic iee Space loss is rela ted qutinttlativelY to the d(isrnct
between the transrnit.cr and receiver and to the frequency, or wavelength, of tr,
signal. The free space loss formula (para 7-2) has i)(en used to preparnC the gruh
shown in figure 7-11. It can be seen from this qrai t that for i d'stance R of
104 kin, which is typical of a ground-to-satellite link, and a frecluetry ',f 3 GH

(ishf hand), the isotropic free space loss is 190 dB. The isntropic Inss L ncr a',...

as the square of botth distance and frequency. Expressod as a formu;

LK. = ( 4 .7 D r ) :?

Ls(dB) +79.3 - 20 log f 1 20 log Dr '7 14

wher e

is frequency in Hz

Dr is path iength in km

(2) Attnospheric and raii loss.

(d) The atmosphere has a selective absorption ol radiation in the in icrow &-

millimeter portions of the spectrum between 10" and 101 Hz. JIL oh.iramed,

figure 7-12. The riqht-hand curves represenit absurlp!ion by o.ygkt r. v.aiier vapor

which occurs under even the best of conditions; i.e., cle,.r weather. 71:Te left-h 4n

curves represent excess rain loss in the atmosphere when raii. ot f( i f-rmations

are dominant factors. The curves of figure 7-12 have been theoreticai!y derived

and experimentally verified.

(b) The amount of absorptiorn due to water vapor and excess rain loss (L,.)

varies considerably depending or the wather. 3Rotlh excess rair. ss and clear

weather atmospheric loss (L,) are dependent to some extent on antentia elevtion

pointing angle. This is because, at low elevation anqles, the radio siqnal traverses
a longer path through the earth's atmosphere than at high elevation angles. At

an antenna elevation angle of 5 degrees, the path length through the atmosphere

is approximately 50 km in length. The constituents of atmospheric absorption and

how they vary with frequency in the case of a 50-km path length are snown in

figure 7-12. Figure 7-13 shows the total one-way clear weather absorption as a

function of frequency for different antenna elevation angles.

(c) Since excess rain loss becomes a factor only during periods of rain or

fog, it is expressed as a percentage of time that it exceeds a certain value. A curve

plotted to show this type of relationship is known as a distribution curve. Figunc

7-14 is a typical distribution curve of excess rainfall attenuation for a relatively
dry climate such as San Diego, California.
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Figure 7-12. Atmospheric oatorption graph.
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(d) From figures 7-12 and 7-13 it can be seen that in ground-to-satellite
links, frequencies above 10 GHz experience high atmospheric absorption.

(3) Transmitter antenna line loss.

(a) It is convenient to specify the rf power of a transmitter PT as that
delivered by the power amplifier to the transmission line leading to the duplexer.
The rf power that is actually radiated is less than PT' PT is multiplied by a fractional
transmitter loss (L,) to give power radiated. This loss, composed of losses due
to the duplexer, to network coupling, and to factors concerning the antenna beam,
is practically unavoidable although every effort is made to minimize it as much
as possible when designing the equipment.

(b) The loss in the network stems from the duplexer itself, from the
transmission lines connecting the duplexer to the power amplifier, and to the
antenna. The potential transmission line loss can be considerably reduced by the
choice of high quality, low-ioss transmission line material and arrangement of the
antenna-duplexer-power amplifier locations to require the minimum length of line.
The duplexer loss depends on its particular design, but can be reduced by using
a greater separation between the transmitted and received frequencies. The same
isolation is required but more freedom in design is allowed so that, generally, a
lower loss duplexer (filter-isolator) results. Well designed duplexers exhibit a loss
of the order of 1 dB, depending on rated power. It is more difficult to build
a low-loss high-power duplexer than a low-power unit.

(c) The antenna beam loss is a composite group of loss factors which, when
divided into the antenna gain G, reduces the theoretical gain to an effective
operating antenna gain. This antenna beam loss group is composed of an
illumination loss and a pointing error loss. The illumination loss occurs with beams
formed by concave antenna dishes, which are illuminated by a point or a
subreflector, in the case of a Cassegrainian feed system, at the dish's focal point.
Due to practical considerations in design, not all of the energy from the feed point
is intercepted by the dish surface. That which is not intercepted is lost. This
illumination loss factor is usually on the order of 2 to 3 dB. The antenna gain
derived from equation (7.8) applies only when the peak of the transmitted main
beam lobe is in the direction of the receiving antenna. Inaccuracies in pointing
the transmitting antenna can cause a pointing error (tracking error) loss ranging
from a fraction of a dB to several dB.

(4) Receiver antenna loss.

(a) As in the case of the transmitter power ratios, the ratio of the single
channel rf power intercepted by the receiver antenna (PR) to the power delivered
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to the input of the receiver amplifier for that channel PR C is the receiver antenna
loss (Lr). This loss is also compounded by increments of network loss and antenna
loss.

(b) Both the network and composite pointing error losses are similar in
magnitude and occur for reasons similar to those described for the transmitter
losses.

(5) Polarization loss.

(a) Electromagnetic radiation oscillates in a plane at right angles to its
direction of propagation. By way of illustration, consider a rope tied to a post
while the other end is moved up and down vertically. Vertical waves will be created
which will travel down the rope from the source of vibration toward the fixed
terminal. The waves in the rope will occur in only one plane and, since in this
case the plane is vertical, the waves are termed vertically polarized waves. In a
similar illustration, if the rope is vibrated from side to side and no gravity is present,
the waves in the rope will occur in a horizontal plane and will be horizontally
polarized. Polarized radiation is generated in a manner similar to this illustration.
A receiving antenna and its transmission line coupling network can be designed
to accept, with only negligible loss, radiation which is polarized in a plane and
reject any radiation which is polarized in a plane at right angles to it. If the rope
passed through a narrow slotted picket fence, horizontal oscillations (analogous
to horizontally polarized waves) would be stopped abruptly at the slot. Varying
degrees of hindrance would be observed if the angle of polarization were rotated
from 0 (vertical) through 90 degrees (horizontal). Thus, a plane-polarized receiver
antenna is similar to the picket fence and when aligned to the polarization plane
of the transmitter, it can deliver the radiated power intercepted by the antenna
to the antenna transmission line. As the angular misalignment (short of 90 degrees)
between the transmitter and receiver antenna increases, the polarization loss will
become greater. When the receiver polarization plane is at right angles to the
transmitter polarization plane (a condition called cross polarization) the loss,
theoretically, is infinite. In practice, cross polarization loss is not infinite, but it
does approach the order of 30 dB or a factor of 1,000 to 1.

(b) A more sophisticated scheme of polarization is called circular polarization.
This is a wave whose plane of polarization rotates through 360 degrees as it
progresses forward. The rotation can be clockwise or counterclockwise. Figure 7-15
illustrates this.effect, depicting the waves as traveling away from a viewer. Circular
polarization is created by combining equal magnitudes of vertical and horizontal
plane polarized waves, with a phase difference of 90 degrees. Depending on the
phase relationship, this creates rotation either in one direction or the other. If
the phase-time relation between the horizontal or vertical components is not exactly
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Figure 7-15. Representation of rotation of circular polarized waves.

7-25



COP 105-5 15 April 1974

90 degrees or if the magnitudes are not equal, a right-hand or left-hand elliptical
polarization results, as illustrated in figure 7-16. The magnitude of the radiated
wave varies in a cyclical manner.

(c) A receiving antenna designed for circular polarization in one rotational
sense (right-hand, for example) will pass all intercepted right-hand circularly
polarized radiations to the transmission line. Conversely, an antenna designed for
one rotational sense will exhibit a high rejection of radiation polarized in the
opposite rotational sense. Theoretically, this loss is infinite, but again in practice,
it is more on the order of 30 dB.

(d) There are two outstanding reasons for using circular polarization rather
than plane polarization in ground-to-satellite and satellite-to-ground
communications. Ground station receivers can reject circularly polarized radiation,
emitted from their own transmitters and back-scattered from reflecting layers in
the atmosphere (rain, fog, and clouds) far more effectively than if the reflected
radiation is plane polarized. Additionally, the use of circular polarization makes
the use of a polarization alignment control unnecessary. For example, suppose a
linearly polarized wave were rotated 90 degrees as the result of rotation of the
satellite's transmitting antenna or because of atmospheric phenomena. A linearly
polarized receiving antenna would then have to be rotated simultaneously through
90 degrees to avoid a large loss (as much as 30 dB) of signal. With circular
polarization there would be, in theory, no loss of signal strength as the result
of the 90 degrees rotation of the transmitted wave. In practice, there might be
as much as a 3 dB loss resulting from a 90 degrees rotation of the wave with
circular polarization. On the other hand, a circular polarized antenna is more
complicated than a plane polarized antenna and the polarization will always have
some ellipticity in practice.

(e) Even when employing circular polarized antennas, some polarization loss
occurs, This is due to the fact that actual antennas are never exactly circularly
polarized and polarization is affected by the ionosphere. These factors give rise
to slightly elliptical rather than pure circular polarization. When the elliptical
polarization seen by the receiving antenna is not exactly matched by the antenna
polarization, a polarization loss occurs. This polarization loss is typically on the
order of 1 or 2 dB.

7-6. NOISE.

a. One of the major factors determining the capacity of a satellite relay
link is the ratio of the strength of the received signal to the noise nresent within
the receiving system. As has been discussed, the received power is determined by
the transmitted power, the transmitting and receiving antennas, and the associated
system and path losses. The noise within the receiver originates from two prir;cipal
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Figure 7- 16. Representation of rotation of elliptical polarized waves.

7-27



soures.Theinternal noise associated with the electron flow in theamprif1974
dvcsadthe external noise contributed by various sources.

b.Until quite recently, tube noise contribution at microwave frequencies
was o lrgethat it completely masked the external noise. Typical noise

G t woertue for amplifiers ranged from 600 K at 200 MHz to 3,000 K at 10
G~z.Tworelatively new developments have completely altered this situation. They

are parametric amplifiers (paramp) and masers (chapter 8). These devices can have
such low noise temperatures that noise from the galaxies is now often the limiting
factor in determining receiver performance.

C. Before developing the subject further, an introduction of two concepts,
noise temperature and noise figure, will greatly simplify the presentation.

(1) Noise temperature.

(a) The earth terminal receiving system noise temperature is a measure of
the quality of the receiving system (the lower the temperature, the higher the
quality). The receiving system noise temperature indicates, more than anything else,
how strong a received signal the earth terminal requires for satisfactory operation
or, on the other hand, how many channels of communication a given earth terminal
can provide when receiving a signal of a given strength.

(b) If a resistor is at a specific temperature, a specific noise power will appear
across the terminals of the resistor. The noise power is due to thermal agitation;
that is, motion caused by heating of the electrons in the structure of the resistor.
If the resistor is heated to a higher temperature, the noise power increases; if the
temperature is lowered, the power decreases. A useful measure of these powers
is a quantity proportional to voltage squared. The rule that this noise voltage or
power increases with tempew iture can be expressed in a more precise way if the
noise is measured as a noise power and the temperature is measured on an absolute
scale; that is, one whose reference is 0 K (-273 OC). Mean square noise voltage
is defined as:

V2  = 4RkTB (7.15)

where

V2 is mean square voltage of the noise

R is equivalent resistance or impedance in ohms of the circuit under

measurement

k is 1.38 X 10-23 joules/kelvin (Boltzman's constant)
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T is temperature in kelvin of the resistor (or a receiver, as normally
applied)

B is bandwidth of the device under consideration (the receiver or the
instrument making the measurements) in Hz

(c) To find the maximum noise power (N) that the resistor will develop
(for a given T and B), replace the resistor by an ideal resistor which develops
no noise and a voltage generator of V's mean magnitude, as shown in figure 7-17,
and terminate the theoretical equivalent circuit in a matched load Rlod = Ridea
(impedance match).

Then:

V V2

= -- ; therefore, (N) = 12 R -
2R 4R

where

N is noise power

Since:

V2  = 4RkTB therefore N = kTB (7.16)

RIDEAL RI> IDEAL

RREAL 5 + R LOAD

VNOISE VNOISE

CCP 105-5--178

Figure 7-17. Resistive noise source schematic diagram.
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(d) This indicates that the noise power (N) is directly proportional to the
absolute temperature (T). Thus, a doubling of absolute temperature results in a
doubling of noise power. This leads to the concept of noise temperature. Since
a given resistor R generates a given amount of noise for a given temperature, it
is possible to refer to that amount of power by an equivalent noise temperature.
The normal reaction to this might be: "Why bother with noise temperature when
a perfectly good term, power, is available?" The answer to this becomes apparent
if more detailed measurements are made on the resistor. The measuring system,
which includes amplifiers, has some bandwidth. If this measuring system is used
to measure a signal of a fixed bandwidth that is less than the measuring system
bandwidth, then a further increase in the bandwidth of the measuring system would
not change the measured power. Such is not the case with the noisy resistor.
Doubling the bandwidth of the system doubles the measured power; halving the
bandwidth halves the power. This means that the power available from the resistor
depends on bandwidth as well as temperature.

(e) It is more convenient to use dBm as a unit of comparison. When compared
to a 1-Hz bandpass at 1 K, N, results in a constant of -.198.6 dBm. This indicates
that for the reference receiver considered (1-Hz bandpass, 1 K temperature), any
increase in bandwidth or temperature will cause an increase in noise contributed
by the receiver. Therefore, noise contributed (in dBm) for the actual temperature
and baidWidlth is expressed as:

N (dBm) = -1 9 8.6 +0 log Tctual + 10 log Bactual (7,17)

If) For example, if the temperature of the resistor or receiver is 300 K and
the power measurement configuration or receiver has a bandwidth of 10 kHz, the
noise power is:

N =-198.6 + 10 log 300 + 10 log 104

--198.6 + 24.7 + 40

=-133.9 dBm

(g) If the receiver requires a C/N ratio of 10 dlB for fm quieting to occur
A(i.e., to be above threshold) then the carrier level must be greater than -123.9

dBm.

Nh In a calculation of this type, the bandwidth generally used is that of
the last IF strip and not of the paramp or first several IF strips, because it is
from that last bandwidth that the detector or demodulator receives the noise and
carrier.
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(2) Y-factor measuremetts of system noise temperature

(a) A common technique for measuring noise temperature is by tte use of
the Y-factor. This employs a noise source such as an argon lamp of which the
noise temperature has been established both for cold (turned off) and hot (turner'
on) conditions. The Y-factor measurements are made using the figure 7-18 test

configuration.

(b) With the noise source off, the equivalent cold temperature at the receiver
input (T,,) is comosed of the cold temperature of the source (T,) modified by
the isolition and filter unit. With the noise source turned on, the equivalent hot
temperature at the receiver input (The) is composed of the hot temperature of

the souirc!! (T h ) modified by the isolation and filter unit.

(c) To deterrn me the Y-factor a reference is set on the power meter with
the noise source turned off and the attenuator set at zero dB. The noise source
is turned on and the attenuator is adjusted so that the power meter is set on
the reference point again. The attenuator setting is the Y-factor in dB.

!

DEVICE
NOISE ISOLATION OR POWER
SOURCE AND RECEIVER - ATTENUATOR METER

FILTER TO BE

EVALUATED

IF OUTPUT
CCP105-5-17

Figire 7-18. Y-factor noise measurement test configuration block diagram.

(d) The receiver noise temperature (TO can be calculated from the following
equation since Y, Te, and The are known:

1 Th p + Tr
T,, + T,

(e) Note that Y is measured in dB but must be converted to a power ratio

for insertion into the equation. Also, the noise contribution from the isolation
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and filter unit must be included in the calculation. A practical example for use
of the Y-factor equation is given below:

Assume:

Th = 9000 K, TC = 270 K, Tambient = 290 K, isolation and
filter loss (L) at Tam bien t = 1 dB, Y = 12.2 dB (a power ratio of
16.6:1)

Then:

Th (L - 1)
Th = v+ at Ta

The L (L) ambient

The 9000 K + (1.26 1) 290 K = 7140 K + 60 K = 7200 K
1.26 (1.26)

T T + (L -1) at T bent274 K
Te L (L) a

Solving equation 7.18 for Tr:

The -YTce 7200 - 16.6(274) = 170 K

= Y -1 15.6

and using T, = (F -1) 290 K, the noise figure (F) is obtained:

F = 1.586 (power ratio)

F = 2.00 dB

(3) System noise temperature.

(a) The receiving system noise temperature is the equivalent noise
temperature of the system as applied to the input of the paramp. It is composed
)f the equivalent noise temperature of the total of all components preceding and
ncluding the paramp, noise contributed by the waveguide, and the noise

temperature of the antenna. The system noise temperature can be computed using
the following procedure.

(b) Determine the receiver noise temperature (including the paramp) using

the Y-factor technique or other system of noise temperature measurement. Label
the result Tr for receiver noise temperature.
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(c) Connect the input of the paramp to a 50-ohm load (cold source) and
obtain a reference level in the receiver's IF. Then connect the input of the paramp
to the antenna (hot source) and, as before for the measurement of Tr, obtain
the Y-factor for this situation. Label this second Y-factor Y2 and in a power ratio
form Y2pr" To keep things straight, label the first Y-factor Y 1 or Ylpr' At this
point the effective noise temperature of the antenna and feed combination T,
can be computed by using:

290 + Tr(1 -Y 2 p,)
Te y (7.19)

where ambient room temperature is 290 K

(d) The antenna noise temperature is extracted as Ta (antenna) LfprT e

-290 (LfPrl1) where Lfp, is the antenna feed line loss in a power ratio form.

(e) Finally, the system noise temperature T, is found using:

T, (system) = Ta + (Lfpr - 1)290 + LfPrTr (7.20)

(4) Noise figure.

(a) Some criterion is needed to rate receivers and receiving systems. The
noise figure provides such a criterion as far as the noise performance is concerned.
The noise figure, however, does not completely specify a receiver performance,
since it says nothing about gain, bandwidth, or distortion, all of which must be
satisfactory as well.

(b) The concept of noise figure has gone through many stages of
development, and many slightly different types of noise figures (e.g., spot noise
figure and average noise figure) have been def:ned. This section treats only one
type; average noise figure (the noise figure normally used in measuring system
performance). The noise figure to be considered is a single number characterizing
the receiver. It is, in a sense, an average noise figure over the passband of the
system. Separate noise figures (spot noise figures) could be quoted at each frequency
within the band, much as different gains can be quoted at various frequencies
for a simple amplifier. Just as it is common to refer to an amplifier as a 20 dB
amplifier, meaning that its maximum gain is 20 dB, so it is also common to quote
a single noise figure that will be of most interest as a criterion for rating system
performance. More specifically, it will be the average standard noise figure.

(c) The average standard noise figure gives a measure of the amount of noise
that the amplifier itself contributes to its output. The noise figure is defined as
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the totil noise power output of the amplifier divided by the output noise
contributed by a matched source impedance at a temperature of 290 K at the
amplitier MlpLit (290 K is approximately room temperature). The noise figure can
be wiiten a,:

N, u

F (7.21)
N G

(d The noise figure concept is shown in figure 7-19. A matched source at
the standard reference temperature of 290 K drives an amplifier with gain G. ThE
nolse iwwer N, generated by the matched source is multiplied by the gain o!

the zwnpiifier G and appears in the matched load as a noise power N.G. If thE
amplilier were a perfect amplifier and contributed no noise of its own, this would
be the total noise output of the amplifier. However, any pr:ctical amplifier will
contribute some noise and this is designated NA . The tota: ioise output of an
amplifier is the sum of N.G and N. Since the output noise power Nou, is just
N4. ' N(G, an alternate expression for noise figure is:

1 4 / A N A

F =- 1 +(7.22)
/V" G N o G

where

F is average standard noise figure

NA is output noise power contributed by the amplifier

N/ V is total output )ower

NG is output noise power due to source noise

(e) The noise figure of a receiver may be measured with the setup in figure
7-19. This technique is not used in practice to measure the noise figure since it
reouires an accurate measurement of the gain of the amplifier and other quantities.
Other techniques are available which do not require an accurate measurement of
amplifier ,gain.

(f) Noise figure (F) may be quoted as a number, a ratio, or in dB as is
comrmon with Power r3tios. Thus, a noise figure of 2 and a noise figure of 3
dB are equivalent. Both indicate that the amount of noise added by the amplifier
is equal to the noise caused by a 290 K matched source.
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(g) If an amplifier added no noise to the output it would be considered
ideal. Its noise figure would be 1 or 0 dB. This is the minimum noise figure possible.
Strictly speaking, in accordance with the definition, a negative or fractional noise
figure is not possible. When dealing with modern very low noise amplifiers, such
as cooled parametrics and masers, this fact has often led to confusion. The confusion
results because the definition of noise figure assumes that every receiver will have
the noise input of a matched source impedance at room temperature (290 K).
Using equation (7.17), this amounts to a noise power input of 290 KB watts.
Therefore, by this definition even a perfectly noiseless amplifier would have an
output noise of 290 GKB watts. When analyzing a radio link for the purpose of
predicting its S/N ratio performance, it has in the past been very convenient to
estimate the noise contributed by a receiver as being 290 KB multiplied by the
noise figure of the receiver, or F (290 KB) watts. So long as the noise contributed
by a receiver amplifier was large in comparison to 290 KB and so long as the
receiver was actually operated at something near a room temperature of 290 K,
this gave a perfectly good engineering result. With modern low-noise cooled receiver
amplifiers, this is no longer the case. A good cooled microwave receiver may actually
have a noise output under operating conditions that is less than the 290 GKB
watts of the ideal receiver having a noise figure of 1 (0 dB).

(h) If one were to use noise figure as a basis for comparison of such a receiver
with a conventional receiver, it would be necessary to assign the low noise receiver
a negative noise figure based on how many times better it is than the supposedly
0 dB ideal receiver. For very low noise figures, and in cases where it is necessary
to add the performance of additional items to the receiver performance, it is more
convenient to express noise performance in terms of an equivalent receiver noise
temperature. Tiis receiver noise temperature is related to N A, where an ideal
amplifier with no noise contribution is assumed. The question is then asked: "Ho"
much noise contribution would have to be made at the input to give the observed
noise at the output?" The answer is NA/G + N0 . The N. part of the noise is
normally due to the source and the N A/G is that part which will give the same
result as the noisy amplifier. If we express this NA/G part as an equivalent noise
temperature, we obtain the receiver noise temperature noise figure relation:

Te = (F -1) 290 K (7.23)

where

Te is equivalent receiver noise temperature (K)

F is noise figure (a ratio, not in dB)

290 K is temperature factor for the matched source
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(i) The relationship between noise figure and receiver noise temperature is
shown in figure 7-20. If an amplifier is known to have a certain noise figure, a
ratio for amplifier noise and source noise in the output is specified. This is depicted
in figure 7-20 for the same case shown in figure 7-19. Instead of the noisy amplifier
with gain G and noise contribution NA' an ideal amplifier with gain G is assumed.
Noise power NA/G is added to the source noise N. to give the same NA at the
load. Thus, the noise temperature of a receiver represents the amount of noise
that would be needed at the input of an ideal amplifier to give the same performance
as the actual amplifier under discussion. It could be calculated from Te = (F-1)
290 K if G, B, and NA are all -known.

NA
N = kTB or - = kTB (7.24)

G

The advantage of measuring noise figure directly is that conversion can be made
to noise temperature without knowing G, B, and NA separately.

MATCHED
LOAD

NA

IDEAL AMPLIFIER (GAIN G) F

MATCHED SOURCE NoG

AT 290 K

NAG
No

N A (NA/G)

F: N0 :0 No

To : (F-I) 290K
CCPIO5-5-111

Figure 7-20. Noise figure - ideal amplifier block diagram.
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(j) The noise temperature Te of the best types of present-day receivers ranges
between 10 K for the frequency range 1 to 100 GHz as presented in figure 7-21.
The maser has the lowest noise temperature Te (about 10 K), but because it is

relatively large in size, heavy in weight, and is complicated (requires liquid helium

cooling), it is presently limited to ground station receivers. The tunnel diode
amplifier, crystal mixer, front end amplifier, transistor amplifier, and patamp are

solid state amplifiers featuring small size, lightweight, and low power consumption
characteristics, as needed for satellite receivers. TWT designs, though larger, heavier,
and not having as low noise as tunnel diode and paramp, are often used in satellite
receivers because they have wider bandwidth and greater immunity to radiation
damage. However, tunnel diodes and paramps are also used.

7-7. SIGNAL-TO-NOISE RATIO, CARRIER-TO-NOISE RATIO.

a. As described in paragraph 7 6, noise in a satellite comrunication system
!s made up largely of thermal noise, sky noise, excess rain noise, arid satellit,

intermodulation noise.

b. Although, ultimately, the S/N ratio of the output signal from the earth

station receiving system is of prime importance, the CN at several intvrrrediate
poirlts between the transmitting earth station and the receiving earth station s IOulCd

be considered. The power ratios at the following points are of particular inet

(l) At the input to the satellite transponder (C/N).

(2) At the input to the earth station receiving system (C/N).

(3) At the output of the earth station receiving system, as measured in th,
individual voice or data channels (S/N, C + N/N).

c. This paragraph describes the various factors that must be taken into

consideration in computing S/N at the points of interest.

(1.) Effective radiated power.

(a) Effective isotropic radiated power (EIRP) is a term that has been found
convenient to use in describing the radiated power from the satellite. EIRP is the
product of the actual rf transmitter power output and the antenna gain. For
instance, a satellite transponder with a 10-watt final amplifier and an antenna with

a gain of 10 would have an EIRP of 100 watts or 20 dBW. The EIRP of a satellite

can be calculated providing that certain parameters (readily available at the earth

Jt:on) are obtained. These parameters are antenna elevation, slant range to the

., tlite, weather, ground antenna net gain, system noise temperature, C/N (or

7-38



15 April 1974 CCP 105-5

106 -

IO5 -
X

w
I-
a- 104

I--

w, CRYSTAL SUPERHET

z TRAVELING-
C') WAVE TUBE
Cn
w TUNNEL
0
x

t,..)PARAMETRIC

MASER
102

0 I I I I I I I

.01 .03 0.1 0.3 1.0 10.0 30 100

FREQUENCY , GHz

HF VHF UHF SHF EHF

CCP105-5--112

Figure 7-21. Receiver excess noise temperature graph.
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C/kTB) of the receiver, and bandwidth of the receiver or measuring device
(whichever is narrower). The received signal strength (Sr) at the ground station
(referred to the paramp input) is given by:

Sr  = EIRP - Lf, - L, + Gga(net) (7.25)

where

Sr  is received signal strength (referred to paramp input)

LfS is free space loss

La is atmospheric attenuation

Gga(net) is antenna net gain - to include radome loss (when applicable),
tracking (crossover) loss, polarization (ellipticity) loss, and
feed loss (including waveguide lines) to paramp input.

Based on the above it can be seen that by transposing equation (7.25), EIRP is

expressed by:

EIRP = Sr + LfS + La -Gga(net) (7.26)

(b) Once the major parameters are stated, it is simply a matter of addition
and subtraction to determine EI RP.

(2) Multiple access backoff.

(a) Multiple access backoff is a term that has come into use in connection
with FDMA. The techniques of FDMA are described in chapter 5.

(b) Multiple access backoff refers to the satellite output power that is lost
due to the necessity for backing off on the earth station radiated power to avoid
generating excessively high intermodulation products in the satellite. Multiple access
backoff will normally amount to between 1 and 2 dB.

(3) Noise bandwidth.

(a) A figure for C/N is meaningless unless the noise bandwidth associated
with the C/N is known, The noise bandwidth of interest varies, depending on which
C/N is being determined.
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(b) The only noise of concern in the earth terminal receiving output signal
is the noise that falls within the output voice or data channel. In the case of
a voice channel, this noise bandwidth will normally be 4 kHz.

(c) At the input to the earth station receiving system we are concerned with
the C/N in the IF bandwidth. The C/N in this bandwidth determines whether or
not the signal is strong enough to be above receiver threshold. Knowing the C/N
in the IF bandwidth, the C/N in the output channel can be calculated.

(d) At the input to the satellite receiver there are two noise bandwidths
of interest; the C/N in the entire transponder passband, and C/N in the rf signal
bandwidth. The ratio of the signal to the noise power in the entire transponder
passband largely determines how the output power of the satellite will divide
between the desired signal and the noise signal. Also, the satellite power lost to
intermodulation products must be considered. The C/N in the rf signal bandwidth
determines how much noise power will be contained in the output signal that
will ultimately fall within the IF passband of the earth station receiving system.

(4) Carrier-to-noise density.

(a) In the C/N density expression (C/kT), C refers to the ratio of the rf
signal level, or carrier level, of the received signal at the earth terminal receiving
system. Boltzmann's constant is k and T is the receiving system noise temperature.
From equation (7.15), kT is the noise power in a bandwidth of 1 Hz; hence the
term, noise density.

(b) The significance of this expression comes from the fact that formulas
for computing the capacity of satellite communication links show that this factor
is basic to determining the channel capacity of the system. It suffices to say,
however, that once the arbitrary factors such as desired channel C/N and modulation
index have been determined, then channel capacity can be determined from C/kT.
Figure 7-22 shows how the number of voice channels varies as a function of C/kT
under set conditions.

(c) Because C/kT is fundamental to so many link performance calculations,
manufacturers of satellite receiving equipment generally describe the performance
of their equipment based on the C/kT of the received signal.

(5) Antenna gain-to-noise temperature.

(a) The antenna gain-to-noise temperature (G/T) ratio may be thought of
as a figure of merit for an earth receiving station. G refers to the gain of the
earth station antenna in the receive mode, and T is the equivalent noise temperature
of the receiving system.
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Figure 7-22. Channel capacity graph in relation to C/k T.

(b) To understand the importance of G/T, recall that C/kT determines the
capacity of a satellite communication link. C, in the expression C/kT, corresponds
to Pp and is expressed as:

PT GT GR 2

C =-TTR (7.27)(41rR) 2

Equation (7.27) indicates that any increase in the receive antenna gain GR will
bring about a corresponding increase in the value of C/kT.
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(c) The equivalent noise temperature T in the expression C/kT is based on
the total amount of noise in the received signal. This includes sky noise, excess
rain noise, satellite intermodulation noise, as well as the earth terminal receiving
system noise temperature. However, the earth terminal receiving system noise
temperature is usually the major component of the total noise in the receive system
and reducing it will automatically reduce T in the C/kT expression; thereby
increasing the value of C/kT. There is a direct relationship between an increasing
value of G/T and an improvement in C/kT. Satellite earth equipment designers
always strive for as high a ratio of G/T as possible.

(d) The measurement of G/T is a difficult procedure because of the problem
of finding a suitable reference and measurement procedure. The National Bureau
of Standards (NBS) is working on a procedure that offers the most promise in
terms of accuracy.

1. Tests were conducted at Camp Roberts, California, using the satellite
communications ground station. The measurements employed the flux from two
radio stars, Cassiopeia A(3C461) and Cygnus A(3C405), and assumed them to be
two known noise sources. The parenthetical designations for the stars are references
to the Revised Third Cambridge Catalogue. The values of star flux, assumed for
the measurements performed, were extracted from several sources of published data
available in the literature.

2. The measurements were performed by comparing the signals received
(antenna first directed at selected radio stars and then at cold sky in the immediate
vicinity of the radio stars). The ratio of the two noise power signal levels was
compared using the NBS computer controlled Y-factor system. The results were
read out directly in G/T value. A satisfactory analysis of the measurements' error
has not been completed, but it is estimated to be less than ±0.8 dB.

(6) Signal-to-noise ratio computation.

(a) Four sets of computations must be performed to determine the S/N ratio
of the earth receiving station output signals to the ultimate user of the link. The
four sets of computations are:

1. An uplink power budget analysis.

2. A computation of how the signal power divides in the satellite between
signal power and noise power.

3. A downlink power budget analysis to determine C/kT.

4. A computation of the number and quality of voice channels based on
C/kT.
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(b) The uplink power budget analysis may be p~erformed by solving equation
(7.13) for the free space loss. To the free space loss must be added the atmospheric
absorption loss, which can be obtained from figure 7-12. The total loss consisting
of free space loss, plus atmospheric absorption, determines the amount of power
received by the satellite from the earth station. Excess rain noise and sky noise
can be ignored in the uplink analysis because they will be very small in relation
to the thermal noise introduced by the satellite receiver.

(c) The computation to determine how the signal power in the satellite
divides when FDMA is used is best explained by going through a simple example
calculation. Let us assume that the satellite has a rated power output of 25 watts
and that there are four stations all of equal power accessing the satellite. Let us
further assume that the accessing stations are small tactical stations so that the
signal strength from each station reaching the satellite, as computed in equation
(7.13), is equal to the thermal noise power of the satellite receiver. The 25 watts
of output would, therefore, be divided equally into five parts, one part to each
of the four signals it is repeating and one part to noise, so that each output carrier
would be 5 watts.

(d) The 5-watt carriers, however, must be reduced by the amount of multiple
access backoff that is required. In a typical satellite repeater this will amount to
-1.5 dB, or a factor of 1/1.41, resulting in 3.5 watts per carrier.

(e) In computing the split between satellite signal power and thermal noise
power, the noise power in the entire passband of the satellite has to be considered.
Of the noise power leaving the satellite, however, we need be concerned only with
the noise in the rf carrier bandwidth. For ease of computation, assume that the
total satellite bandwidth is 200 MHz and that the rf carrier bandwidth is 2 MHz.
The thermal noise power within each carrier passband will be one-hundredth of
5 watts or 0.05 watts.

(f) The satellite intermodulation noise must be added to the thermal noise
power. In a typical satellite repeater, the intermodulation noise will be about the
same magnitude as the thermal noise. Therefore, to complete this example of how
the power divides within the satellite, we can assume that the output from the
satellite would consist of 3.5 watts of signal power and 0.1 watt of noise power.

(g) An accurate downlink power budget analysis is somewhat more
complicated than uplink analysis. Free space loss (equation (7.13)) and atmospheric
absorption loss (fig. 7-12) must be applied to both the satellite signal power output
and the satellite noise power output to determine how much signal power and
how much noise power reach the earth station antenna. The sky noise (fig. 7-23)
must be added to the noise power received from the satellite. The total noise
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Figure 7-23. Space noise temperature graph as a function of elevation
angle at 4 GHz.
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in the receiving system may be calculated by adding the receiving system noise
temperature to the noise from the satellite. The ratio of the signal power reaching
the earth to the total noise power is C/N. Multiplying by 1/B gives the carrier
to noise density C/kT.

(h) To determine the C/kT during high precipitation conditions, apply the
excess rain loss to both the satellite signal and noise power. Also, add the excess
rain noise to the noise from the satellite and sky noise. This will give a new figure
for total received signal and noise. By adding the receiving system equivalent noise
temperature to the received equivalent noise temperature of the total received noise,
C/kT under rain conditions can be obtained.

(i) The number and quality of voice and data channels that a given satellite
communications link can support can be determined from C/kT by using equipment
curves such as shown in figure 7-23.

(7) Required signal-to-noise ratio.

(a) While the S/N ratio gives a measure of the performance of a
communications link, the decision as to whether a particular S/N ratio is good
or bad is still somewhat subjective, although various standards have been established.
An S/N ratio that would be intolerable on a military system might be perfectly
acceptable on a commercial system, or vice versa.

(b) Because of the difficulties involved in achieving high C/N ratios on
satellite communication links, initial military systems will operate with moderate
SIN ratios (probably in the vicinity of 25dB). Such magnitudes will be achievable
with military equipment that is ruggedized and transportable.

(8) Other noise considerations.

(a) The major galactic sources of noise (sky noise) are the sun, the Milky
Way, and the scattered hydrogen clouds. The sun is the most intense source, having
a noise temperature Tsu n as high as 1,000,000 K at 300 MHz, although this
decreases to 6,000 K for frequencies higher than 10 GHz, as shown by the line
labeled Tsu n in figure 7-24. If an antenna beam has a beam angle width OB , which
is identical to the angle subtended by the sun from the earth, then when the
beam is pointed at the center of the sun the antenna beam temperature T. will
be exactly the sun temperature as shown in figure 7-24. If the antenna beamwidth
0a is larger than the angle subtended by the sun Os, then with the beam again
pointed at thp center of the sun, the beam temperature T. is less than the sun
temperature. During the most active years in the sunspot activity cycle, the
temperature Tsu n can be as much as 10,000 times that shown in figure 7-24.
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Figure 7-24. Antenna beam noise graph.

However, by ensuring that a high gain antenna does not point within ten
beamwidths of the sun, the beam temperature T. rf an isotropic antenna resulting
from the sun's radiation at its high burst intensity will not exceed that given by
the line marked sun burst noise in figure 7-24.

1. The most intense galactic noise comes from our own galaxy, the Milky
Way, in the direction of the constellation Sagittarius. For antenna beams sufficiently
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narrow (fraction of a degree) T. is given approximately by the galactic noise line
in figure 7-24. There are isolated clusters of hydrogen in space that also radiate
noise. High gain antennas with narrower beamwidths, when pointed at these sources,
have beam temperatures of about 100 K, as shown by the hydrogen noise line
in figure 7-24. For larger-than-fractional-degree antenna beamwidths, the beam
antenna noise temperature would be less than 100 K.

2. Satellite antennas with a beamwidth narrow enough to be completely
subtended by the earth would have an antenna beam temperature equal to the
earth or earth's atmospheric thermal temperature (approximately 290 K), as shown
by the line marked earth noise. The antenna beam noise would be less than 290
K for antennas with beam angle widths larger than the angle subtended by the
earth.

3. In general, the antenna beam background noise temperature can be
anything from 1,000,000 K to a few K, depending on narrowness of beamwidth
angle, frequency, and direction of pointing. Both isotropic and high gain antenna
beam noise are minimized by choosing frequencies higher than 1 GHz. High gain
antennas must avoid pointing at discrete noise sources such as the sun, Milky Way,
hydrogen clouds, and the earth.

4. Despite the high sky noise temperatures that can be encountered, the
amount of sky noise entering the antenna under normal conditions does not present
a severe problem. For an antenna -pointed slightly downward so that it is actually
looking at the earth, the noise temperature will be approximately the temperature
of the earth, or 290 K; as the antenna pointing elevation is raised, the temperature
rapidly drops off to something less than 10 K at an elevation angle of 15 degrees
and continues to drop off as the antenna is raised. This is shown in figure 7-22.

(b) During periods of heavy rainfall, the antenna is in effect pointed at a
large mass of material in the form of countless raindrops. Excessive rainfall noise
energy in the form of blackbody radiation will be received by the antenna. Since
the rain drops do not form a solid mass, the noise equivalent temperatures of
the rainfall will be somewhat lower than the actual temperature of the rain.

1. If the rain is occuring some distance away from the antenna, the rainfall
probably will not extend through the entire cross section area of the antenna
beamwidth. This will have the effect of reducing the noise equivalent temperature
further.

2. Since excess rain temperature is present only during periods of rain, it
is expressed as a percentage of time that it exceeds a certain value in the same
manner that excess rain loss is expressed. A typical distribution curve of excess
rainfall attenuation is shown in figure 7-25.
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(c) The receiver portion of the satellite transponder generates a certain
amount of thermal noise in the same manner as any other receiver. The amount
of thermal noise generated is dependent upon the noise figure or equivalent noise
temperature of the satellite receiver.

1. This noise is added to the signal received from the earth station and
is rebroadcast by the transmitter portion of the satellite transponder with the
desired signal. The amount of satellite thermal noise in the rebroadcast signal will
depend on the ratio of received signal strength to satellite thermal noise.

2. A typical satellite transponder receiver will have an equivalent noise
temperature of 3,000 K. The amount of noise power generated by a 3,000-degree
receiver having a 50-MHz bandpass can be calculated from equation (7.16) to be:

N = kTB

= 1.38 X 10-23 X 3 X 103 X 5 X 107

= 2.07 X 10-12 watts (7.28)

3. Most communications satellites employ automatic gain control so that
as the received signal decreases in strength, the gain of the satellite increases. This
ensures that, regardless of receiver signal strength, the satellite transmitter is driven
to saturation or near saturation. In the event that no signal is received, the noise
generated by the receiver will constitute the signal that drives the satellite
transmitter.

4. The amount of satellite thermal noise in the output signal can vary
anywhere from constituting the entire output signal (no-received-signal condition)
to a small portion of the output signal (strong-received-signal condition).

(d) Since all satellite repeater transponders built to date have been nonlinear
devices, they generate intermodulation noise. Intermodulation noise consists of the
sum and difference signals that are produced whenever two or more signals are
amplified in any device that is not exactly linear (output signal directly proportional
to input signal) in its operation. The amount of intermodulation noise tl it is added
to the signal by the satellite transponder is dependent to some extent 1 the type
of multiple access that is employed. There is no accurate way of caLculating the
amount of intermodulation noise contributed by the satellite.

7-8. MODULATION.

a. Information-bearing signals are transmitted between the transmitter and
receiver in satellite communication systems by means of radiated energy. For
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efficient transmission, the information is superimposed on a radio carrier wave.
This is called the modulation process; likewise, the extraction of this information
from the radio carrier is called the demodulation process. Sine wave modulation
(emphasizing amplitude and angle modulation) and pulse modulation are discussed
in this paragraph. Occasionally, a communication system will use combinations of
the various forms of modulation. Various modulation-demodulation techniques are
available which allow improvement in the output SIN ratio over the input SIN
ratio. The theory involved is basic to the understanding of a communication link
and also will be discussed in detail.

b. Sine wave, or continuous wave modulation, allows frequency
multiplexing, or stacking, of many baseband signals (channels) into a specified
frequency band. This allows many telephone messages to be transmitted
simultaneously over a single pair of wires, or a number of television channels to
operate via a wideband communication satellite. Systems have been developed
whereby messages numbering in the thousands have been successfully multiplexed
simultaneously into a single wideband channel.

c. The angle modulation (frequency or phase modulation) technique
provides the advantage of a better S/N ratio as compared to amplitude modulation
for a given input SIN ratio. In the case of amplitude modulated signals, noise
superimposed on the carrier affects the amplitude of the carrier, and these
disturbances appear at the output of the receiver. In angle modulation, two effects
must be considered; the noise produces an amplitude disturbance in the carrier
and the noise produces a frequency disturbance in the carrier. The first effect
is normally eliminated by the limiting action in the receiver. The second effect
in many circumstances can be reduced to an insignificant value by employing an
angle deviation that is as large as possible.

d. In pulse modulation, the samples may be coded into pulses of uniform
height and reshaped, when necessary. This minimizes the effect of noise and
interference in many cases. Pulse modulation also results in an efficient use of
transmission facilities. Messages are time multiplexed, or staggered, in time sequence
so that each channel uses the total system bandwidth. Further, with the message
in pulse form, coding and error correction can be applied for even more efficient
channel usage. Pulse modulation has been widely used for radio, telegraph, and
telemetry.

(1) Carrier.

(a) Sine wave modulation is normally applied to a carrier in which the
amplitude, phase, or frequency of the carrier is caused to vary in accordance with
the message. Figure 7-26 represents an unmodulated sine wave carrier of frequency
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Figure 7-26. Sine wave modulation representation.

fc whose amplitude (a) varies between peak values of +C and -C as the phase
angle 0 increases. Phase angle 0 is measured in radians where 27r radians is 360
degrees. The sine wave carrier may be written in a variety of forms, such as:

a = C sin (Oc + 0) = C sin (&cit +

- C sin (27rfct + C - sin + (7.29)

7-52



15 April 1974 CCP 105-5

where

0 is phase angle in radians

4 is a phase angle

co is radians per second

21rfCt is carrier wave

Tc  is period of one cycle of f,

(b) Any of the three quantities, C, 0C, or 4 may be varied in accordance
with the message, or modulating signal. The phase Oc increases uniformly with
time t at a rate wc (radians per second). The rate of change of phase can be
also measured in Hz.

(c) The sine wave carrier can also be represented as the projection of a
spinning vector of length C and rate wC on a line through the origin, 0 (fig. 7-26).
As a matter of convention, the line is taken as the vertical axis and the direction
of rotation as counterclockwise. The length of projection on the vertical axis for
each of these vectors is 01, 02, and 03.

(2) Amplitude modulation.

(a) In amplitude modulation (am) the amplitude of the carrier is varied in
accordance with the message; i.e., C varies. For simplicity, a single sine wave with
frequency fM, is considered as the modulation. The resulting modulated wave Cm
can be represented mathematically as:

Cm =C 0  [1 + Ma cos 27rfmt] sin 2wfct (7.30)

where

Co  is carrier amplitude

MVI is modulation factor

cos 21rfmt is the modulating wave

sin 21rfct is the carrier wave
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(b) This is called double sideband amplitude modulation (dsbam). The
unmodulated carrier with constant peak amplitude of C. is represented in part
A of figure 7-27. The message (modulating) wave of peak amplitude A and
frequency m is represented in part B of figure 7-27. The modulated wave Cm
is represented in part C of figure 7-27. Characteristics of dsbam are as follows:

1. When the baseband, or modulating wave has a zero value (points a, c,
and e of part 8 of fig. 7-27) the modulated wave has the same magnitude C0
as when unmodulated.

2. When the baseband wave is at its maximum positive value (points b and
f), the modulated wave is increased beyond Co by an amount (1 + Ma).

(c) The modulating factor Ma is a number between 0 and 1 representing
the amount of modulation and is proportional to the magnitude of A. The value
of Ma , shown in part C of figure 7-27, is about 50 percent.

(d) When the baseband wave is at its maximum negative value (point d) the
modulated wave is decreased below Co by an amount (1 -Ma). For 100 percent
amplitude modulation (Ma -1), the maximum possible amplitude of the modulated
wave (part C of fig. 7-27) would be twice Co at points b and f and zero at point
d.

(e) Using the vector concept (fig. 7-26), a vector representation of the carrier
wave, rotating at a rate 2fr., is shown. Take as a frame of reference, the rotating
carrier (assume the carrier is stationary so that the axis is now rotating oppositely
at the carrier rate, 27rf c ) and add to the carrier the upper sideband and lower
sideband at their amplitudes CoMa/ 2 and respective instantaneous phase angles
27rfmt and -21rfmt . The resulting vector is a representation of amplitude modulation.

(f) If equation (7.29) is multiplied out, Cm = Co sin 2crft + CoMa (sin
27rfct) (cos 21rfmt) and, after expanding the last term, using trignometric identity,
to give:

sin x cos y 1/2 [sin (x + y) + sin (x -y(7.31)

we arrive at:

Co Ma Co Ma
Cm = Co sin 2irfct + = sin 21r(f c + fm )t + - sin 2vr(fc - fm)tS2 C72
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Figure 7-27. Amplitude modulation representation.
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where

sin 2irfct is carrier

sin 2wr(fct + fm )t is upper sideband

sin 2vr(fc- fm )t is lower sideband

(g) A frequency plot of the amplitude modulated wave would contain three
components; the upper sideband displaced above the carrier frequency by the
modulating frequency (fr), the carrier (f,), and the lower sideband displaced below
the carrier frequency by the modulating frequency (fo) with relative amplitudes
(CoMa/2), (Co), and (CoMa/2), respectively. Notice that the sidebands are equal
and can be at most one-half of the amplitude of the carrier which occurs when
M = 1 (100 percent modulation). A plot of the frequency spectrum of am is shown
in part A of figure 7-28. Of special interest is that the bandwidth at the carrier
frequency band is twice the highest modulating frequency 2 fm. Since each term
in equation (7.30) can be thought of as a voltage, the power in each sideband
is proportional to (MaCo/2) 2 , which can at most be one-fourth of the carrier power.
As all of the information is carried in the sidebands, a simple calculation will show
that at least one-half of the total power is wasted in the carrier. This results in
a relatively inefficient modulation scheme

(h) Consider the effect of a complicated modulating signal such as voice or
multiple tones. So as not to exceed 100 percent modulation (which would produce
distortion), the sum of the individual modulation factors from each tone must
be less than unity. In practice, this would be too restrictive because it is quite
unlikely that each tone in a large number of tones would reach its peak value
at the same instant. In practice, overmodulation is allowed for a certain percentage
of time (normally 1 percent).

(i) Equation (7.31) is repeated so that the various types of am can be easily
explained.

Co Ma CO Ma

Cm = CO sin 21rfct + c sin 27r(f c + fm )t + a sin 27r(f c - fm)t
2 2

(j) This equation is a mathematical representation of dsbam or, more often,
double sideband (dsb). To generate double sideband suppressed carrier (dsbsc), the
carrier term is simply removed, leaving the two sidebands (table 7-1). Usually a
balanced modulator is used to generate dsbsc. By using dsbsc, the percentage of
information-carrying power in the total output signal is at least doubled, since
no power is wasted in transmitting a carrier. Notice, though, that the width of
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the frequency spectrum will be the same as dsb; i.e., fc -fm to fc + f,,, which
is 2f, wide. By removing either sideband from the dsbsc, not only is the percentage
of information carrying power again doubled, but also the frequency spectrum
will be halved (the same information is being transmitted in half the bandwidth
of either dsb or dsbsc). This modulation technique is called single sideband
amplitude modulation (ssbam or ssb). The generation of ssb is accomplished by
two methods; either a sharp cutoff filter is used to eliminate the carrier and the
unwanted sideband, or the carrier and one sideband are canceled out using a pair
of balanced modulators and two phasing networks. Sometimes a combination of
both methods is used. Table 7-1 contains the basic equations for the various
modulation techniques. The use of ssb is almost universal in high -frequency,
long-distance radio communications, mainly because of the complete concentration
of the signal power in a minimum bandwidth. The main limitations of ssb are
that a carrier must be reinserted at the receiver with a reinsertion error of less
than 25 Hz and linear amplification must be used throughout the transmitter and
receiver to hold distortion to a low level. Because of the effect of Doppler shift
ssb is not suited for satellite communications, unless at least a partial carrier is
also transmitted. Angle modulation does not require linear amplifications or
accurate carrier reinsertion.

(3) Angle modulation.

(a) Modulation in which the frequency or phase of a carrier is caused to
vary with the modulating signal is called angle modulation. The general angle
modulated wave can be expressed as:

Cm = CO cos [2crft + 0(t)] (7.32)

where

Cm is angle modulated carrier in volts

CO  is a constant equal to peak amplitudes of carrier in volts

f,: is carrier frequency in Hz

0(t) is time varying modulation angle

(b) If angle modulation is used to transmit information, € (t) must be related
to the modulating signal to be transmitted. Phase modulation (pm) is angle
modulation in which the instantaneous phase deviation 0 (t) is proportional to
the modulating signal. Similarly, frequency modulation (fm) is angle modulation
in which the instantaneous frequency deviation, do(t)/dt (i.e., the rate of change
of instantaneous phase deviation is proportional to the frequency of the modulating
signal).
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(c) Frequency modulation differs from phase modulation in that the peak
frequency increase of the modulated wave relative to that of the carrier fc, occurs
at the time of peak value of the modulating wave. In phase modulation the peak
value occurs when the modulating wave passes through the zero level (fig. 7-29).
This maximum value of frequency increase or decrease in the modulated wave
is called the frequency deviation fd" Frequency deviation is directly proportional
to the amplitude of the modulating wave.

(d) For the simplified example of the modulating wave having only a single
frequency fm, a modulation index 3 is given by:

fd
(7.33)

fm

and the basic equation for single tone fm is:

Cm = CO cos [21rfct + Pi cos 21rfmt] (7.34)

(e) Figure 7-29 presents a comparison of both sine wave amplitude and angle
modulated signals. Part D of figure 7-29 (phase modulation) shows that the
modulated wave frequency is highest at 0, 21r, 4r *** of the modulating wave,
lowest at 7r, 37r * * * , and the same at 7r/2, 37r/2, 57r/2 * * *. Similarly, in
part E of figure 7-29 (frequency modulation), the identical events occur but
advanced in phase by ir/2 radians. Whether a particular angle modulated wave is
phase or frequency modulated can not be determined unless the modulating signal
is also known. There is no essential difference between the phase and the frequency
modulated waves. Hence, the remainder of this discussion will be limited to
frequency modulation.

(f) The frequency spectrum for either pm or fm angle modulation for a
single modulating sine wave (fm) with a small modulating index; i.e., M less than
unity, is similar to am in that the carrier (fC) is approximately the same amplitude
with and without modulation, and a pair of sidebands spaced fm on either side
of the carrier appear (fig. 7-28). As the modulation index (t3) is increased above
unity, more pairs of sidebands appear in equal numbers and symmetric magnitudes
on either side of the carrier (fig. 7-28). The greater 03 is, the greater the number
of sideband pairs, each spaced fm apart. Both the sideband and carrier magnitudes
change in a complex manner as the modulation index is changed (parts B, C, D,
and E of fig. 7-28). For large 0, the carrier and sidebands are comparable in
magnitude and difficult to distinguish. For am with large modulation index (M
> 1) an infinitely large number of sidebands exist with some quantity of energy
in a large frequency band. More than 99 percent of the total sideband energy
lies within a spectrum bandwidth B. centered at %, given by Carson's Rule:
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Figure 7-29. Representation of am, pm, and fm of sine wave carrier
by sine wave signal.
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B, = 2fm(3 + 1) 2(fm + f d For 3 >> 1 (7.35)

(g) As shown in figure 7-29, the magnitude of an angle modulated wave,
independent of the modulation, is constant and equal to the carrier magnitude
Co . Therefore, the total power of the sidebands plus carrier of an angle modulated
wave must equal the power of the unmodulated carrier. As the modulation index
increases, the number of sidebands increases, but the average magnitude of the
individual sidebands and; thus, of the carrier, must decrease in such a way as to
maintain a constant total power. In contrast, an amplitude modulated wave always
contains more power than the carrier alone.

(h) The preceding discussion on fm has been based on the simplest form
of a single sine wave modulating signal. Unfortunately, the extension to more
complicated and more realistic modulating signals is difficult. The nonlinearity of
the fm process precludes the use of superposition, so that even the computation
of the frequency spectrum of an fm signal with two modulating sine waves becomes

a tedious task. For the two-tone case, there are sideband components displaced
from the carrier by all possible multiples of the individual modulating frequencies.
Also, there are components displaced by all possible sums and differences of
multiples of the modulating frequencies. When higher numbers of waves are
considered, the task of computation becomes extremely time consuming unless
accomplished with the aid of a computer.

(i) When the baseband contains a large number of frequencies, the complex
angle modulated frequency spectrum will be a jumbled collection of the spectra
due to each baseband component, each of which has a different frequency fm
and modulation index M. The spectrum width B. which would contain all but
a negligible (less than 1 percent) portion of the constant sideband power, would
be as before:

Bs  = 2(fm + fd) For g >> 1 (7.36)

where fd is the highest single frequency of the modulating signal.

(j) As the amplitude of both phase and frequency modulated waves is
constant at the unmodulated carrier level, the power transmitted is a constant equal
to the unmodulated carrier power level. Further, since the amplitude is constant,
a nonlinear device such as a class C amplifier, which has very high efficiency, can
be used in the transmitter stages to amplify the signal after the modulation has
been applied to it in some low level stage. Since all of the message information
is contained in the instantaneous frequency or, equivalently, in the zero crossings
of the modulated carrier wave, any device, such as a limiter, which maintains these
zero crossings retains all of the message. These features make angle modulation
attractive for satellite communications.
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(4) Pulse modulation.

(a) Pulse modulation includes the types of modulation wherein the
amplitude, width, frequency or phase, position, or quantity of a set of carrier
pulses is altered in a definite pattern corresponding to the message to be transmitted.
The number of variations that may be employed and the complexities of some
systems make a complete discussion on pm outside the scope of this publication.
However, two principal types of pm, those of pulse amplitude modulation (pam)
and pulse code modulation (pcm) are discussed.

(b) Both pam and pcm are based on the regularity of the sine wave. In
examining a typical sine wave pattern, it becomes apparent that it is only necessary
to send a number of samples in each cycle in order to describe the wave.

(c) On still closer examination it is apparent that these samples need not
both be amplitude. One might be amplitude and the other, for example, might
be phase information. So long as two independent samples are sent for each cycle,
the original sine wave can be reconstructed.

(d) It is possible to send more than one sine wave using this technique as
long as two independent samples per cycle are transmitted. Thus, for two sine
waves, the samples would be two samples for each cycle from each wave, or four
samples. This may be continued for any number of sine waves as long as the ratio
of at least 2n samples per n waves is maintained for each cycle.

(e) Figure 7-30 illustrates the timing and amplitudes used in a typical pam
transmission of two waves. The period of lowest frequency, which could be divided
into at least four time intervals, is in this case divided into eight. During the first
time interval, a pulse equal to the height of the first sine wave at the beginning
of the time interval (at t, ) is transmitted as a burst of carrier, as shown in part
C of figure 7-30. During the second time interval, a pulse equal to the heignt
of the second sine wave at t 2 is transmitted. At t3 a pulse is transmitted equal
in height to the first sine wave; at t4 the second sine wave and so on for the
transmission. These pulses indicate the shape of the waves, as shown in part C
of figure 7-30.

(f) This method may be extended to include any number of sine waves and
may incorporate different methods, such as sending thewidth, frequency, or phase,
or varying the position of the samples.

(g) Transmitting n sine waves during a time interval when only one sine
wave could be sent with sine wave modulation techniques demands an increase
in bandwidth. The bandwidth is needed in order to distinguish the individual pulses.
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It can be shown that the minimum bandwidth necessary to resolve two successive
baseband pulses is equal to one-half of the reciprocal of the pulse width; i.e.,

1
Minimum bandwidth 2-, where r = pulse width (7.37)

For double sideband pulse amplitude modulation (dsbpam) the transmitted
bandwidth will be twice this minimum bandwidth.

(h) Since at least two pulses per cycle of the signal to be modulated must
be sent to completely specify the signal, the widest any one of a set of equal
width pulses can be is one quarter of the period of the modulating frequency
fo. If n signals are to be transmitted, the maximum pulse width per signal must
be 1/n of the single frequency case. Since the minimum bandwidth is related to
the pulse width in equation (7.37), the bandwidth (Bw) per sideband is:

1
Bw = 2nfm (7.38)

n

(i) For dsbpam, the minimum bandwidth would be 4nfm, which is just 2n
times that of dsbam. The same result could be accomplished by frequency stacking
of the individual channels; i.e., frequency multiplexing and time division
multiplexing use the same basic bandwidth.

(j) An important point is that, although theory gives a lower limit on the
number of pulses (samples) and minimum required bandwidth, these limits are rarely
attained in practice. For instance, three pulses per cycle give about a 1 percent
error when reasonably good data filters are used; i.e., 60 dB per octave cutoff
rates. The factor limiting performance is normally the data itself, in that it has
no definite bandwidth and, hence, must be restricted by filters. The minimum
bandwidth follows the pulse width criteria stated in equation (7.37) with a negligible
error. In practice, the bandwidth is as given in equation (7.37) but usually the
number of samples per cycle is increased from two to at least three, giving an
increase in bandwidth of at least 50 percent.

(k) This detailed discussion of dsbpam has been given because of the
simplicity of this type of pm. An obvious extension, more applicable to space
communications, would be to code the modulating wave amplitudes into either
carrier pulse widths or frequencies. This form of pm, wherein the signal is
transmitted as a coded group of pulses corresponding to their sample amplitudes,
is called pulse code modulation (pcm). The pcm method takes advantage of the
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limitations in the ability of the observer to distinguish the fine detail of a signal
by transmitting only a finite number of levels. A specific pulse code group is
assigned to each quanitzed sample level, and this pulse code group is transmitted
during a time interval equal to the time between samples (part C of fig. 7-31).

(I) Take a particular interval, for instance, the interval beginning with the
time 6 as shown in part A of figure 7-31. At this time the signal is between 3
and 4 volts, but is closer to 3 volts, so this particular sample is quantized into
a 3-volt sample as shown in part B of figure 7-31. Each voltage level is assigned
a pulse, or code grouping, with 3 volts being 011 (part C of fig. 7-31). Part C
of figure 7-31 also shows the coding for each interval corresponding to the quantized
samples. If a 0 is assigned as a 0-volt pulse and a 1 as a 1-volt pulse, the pulse
pattern for a 3-volt quantized sample will be three pulses, with the first pulse
being 0 volt and the next two pulses being I volt each (part D of fig. 7-31).

(m) The quantization process introduces some error in the eventual
reproduction of the signal. It will be noticed that the quantized samples (part
B of fig. 7-31) can be in error from the actual samples by as much as 0.5 volt
(one-half the distance between the levels). This error is the quantization error and
is called quantization noise. Since quantization noise is dependent on the distance
between the levels, it can be reduced to any level desired by reducing this distance,
or equivalently increasing the number of quantization levels. Unfortunately, by
increasing the number of levels, a longer code is needed to specify each level
uniquely; however, a longer code requires more pulses and means wider bandwidths.
A complete discussion of coding is beyond the scope of this document, but an
introduction to the subject is given in Ghapter 8.

(n) As has been pointed out earlier, fluctuation noise introduced during
transmission and at the receiver may cause errors in recognition of the coded pulses.
If the received pulses are above a certain threshold; however, the average number
of errors can be kept quite low. In this case it can be shown that the output
S/N ratio depends on quantization noise alone and in dB is directly proportional
to the number of pulses used for each quantization, that is:

(S/N)o = 20 log M
(7.39)

= 6n

where

M is the number of quantizing levels, if binary coding is used

n is the number of pulses for each sample M =2 n
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Figure 7-31. Pulse coding representation.
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(o) Since bandwidth was shown previously to be related to the number of
pulses, the S/N ratio in dB is directly proportional to bandwidth. This is a very
important discovery, since we can trade bandwidth for SIN on an exponential scale.
The best we can obtain using any other modulating method is a direct one-for-one
trade, which is for angle modulation. For fm, doubling the bandwidth improves
S/N ratio by a factor of two. The pcm method is used in cases of repeated pulse
regeneration and retransmission, such as data transmission and telemetry.

7-9. DEMODULATION.

a. The ground receiver-detector combination must deliver to the baseband
output (fig. 7-27 and 7-29) a recovered baseband wave of best possible quality.
The receiver amplifier and demodulator must be designed not only for the type
of modulation (i.e., am or fin), but also for the exact parameters of the modulation
chosen. The satellite receiver function is only to amplify and frequency translate.
If the modulation is am, the receiver must have a sufficiently accurate automatic
gain control (agc) to avoid overload, nonlinearity, or limiting. Any nonlinear
amplifying on an am wave will cause distortion in the demodulated baseband wave.
On the other hand, angle modulated receivers in both satellites and ground stations
usually limit the amplitude intentionally to provide a better immunity against noise.
As can be appreciated from the previous discussion on angle modulation, amplitude
limiting has no effect on the frequency or phase deviations in the modulated wave.

b. The receiver bandwidth (Br) must be wide enough to pass the modulated
spectrum bandwidth (Bs ) to avoid distortion in the demodulated baseband signal.
This means that for ssb the receiver bandwidth need be only as wide as the baseband
width (fmo), but for angle modulation the necessary receiver bandwidth can be
many times this, depending on the chosen magnitude of the modulation index
03. The receiver bandwidth should not be wider than the minimum necessary to
pass the modulated wave spectrum bandwidth in order to minimize rece;ver noise
power (Nr), which has been shown to be proportional to receiver bandwidth.

c. Modulation-demodulation theory has developed the best possible single
baseband modulation improvement factor (Fm) achievable from amplitude and
angle modulation. Fm has been defined as the ratio of the baseband S/N output
divided by C/N input where the noise power in C/N is normalized to single baseband
width. It was also pointed out that achieving the desired S/N output quality with
the highest possible Fm is extremely desirable. The maximum possible Fr can
be considerably larger than unity, as shown by the solid lines in figure 7-32. For
comparison, the dotted line shows the SIN output to be exactly equal to the C/N
input (i.e., Fm = 1), which is for ssb. The angle modulation improvement ratio
Fm (in dB) is the SIN difference (dB) between the angle modulation line and
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ssb line. It is seen (fig. 7-32) that the larger the modulation index (M), the greater
the improvement factor for angle modulation. However, angle modulation has a
carrier-to-noise threshold ((C/N) T ) below which the Fm decreases rapidly. The larger
the modulation index the larger the (C/N)T, which must be exceeded for the full
modulation improvement factor to be in effect. For example, an M of 2 has an
Fm of 6 (8 dB) but the C/N must exceed an 18 dB threshold (fig. 7-32). For
the higher M of 10, the Fm is 150 (22 dB) and the threshold is 28 dB. For
C/N ratios greater than the (C/N)T, the Fm for angle modulation is:

3M 2

Fm = 2 (7.40)

which converts to:

C 3M 2

S/N - X - AB s for M =1

which shows that SIN is directly proportional to bandwidth where A is a constant
for any particular system.

d. As the C/N level decreases below threshold, in addition to the modulation
improvement factor degrading rapidly, the noise character in the baseband output
changes from a fine-grain hiss to an erratic sputter or pop. In practice, the threshold
demarcation is gradual, rather than the sharp discontinuity shown in figure 7-32.
A summary of the important equations and results is presented in table 7-1.

7-10. COMPANDER ACTION.

a. A compander actually consists of two separate items of hardware; a
compressor at the transmitter and an expander at the receiver. The compressor
is usually located at the baseband input of the transmitter. It compresses the
amplitude range of the baseband signal by imparting more gain to the weaker
components and less gain to the stronger components of the baseband signal. The
circuit accomplishing compression operates by sensing baseband signal level and
adjusting amplifier gain so that weaker signals are amplified more than stronger
signals.

b. At the receiver, the expander circuit senses the baseband signal level and
adjusts amplifier gain so that stronger signals are amplified more than weaker signals.
This restores the original levels of amplitude variation to the baseband signal
(provided the compressor and expander have identical characteristics).
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c. The prime advantage of compander action is that it raises the average
modulation level of the baseband; thus, increasing the S/N ratio of the received
signal.

7-11. PREEMPHASIS AND DEEMPHASIS.

a. Preemphasis.

(1) One characteristic of human speech is that the higher audio frequencies
make the greatest contribution to the intelligibility of the speech pattern.
Unfortunately, another characteristic is that the higher audio frequencies do not
have the intensity that the lower frequencies possess. Therefore, the lower voice
frequencies (even though they contribute less to message intelligibility) cause more
deviation of an fm signal; hence, a higher S/N ratio than the higher voice
frequencies. To avoid degrading the higher voice frequencies by means of a poor
S/N ratio, more amplification is provided for the higher frequency voice components
than for the lower frequency voice components. This is known as preemphasis.

(2) A simplified preemphasis network is shown in part A of figure 7-33.
A preemphasis curve showing relative response to voice frequencies of a preemphasis
network is shown in figure 7-34.

b. Deemphasis.

(1) At the receiver, the reverse characteristic of preemphasis occurs, so that
the normal high-frequency-to-low-frequency ratio of the voice is restored.

(2) This is accomplished by a deemphasis network which attenuates the
hiqher frequencies (part B of fig. 7-33).
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Figure 7-33. Preemphasis and deemphasis networks schematic diagram.
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CHAPTER 8

EARTH TERMINAL COMPONENTS, DEVICES, AND SYSTEMS

8-1. GENERAL.

a. Chapter 4 described a satellite earth terminal and its use in the DCS.
The explanations of the specialized techniques and components were given in a
very abbreviated form because a full description would have distracted from the
overall view of the ground station.

b. This chapter presents a more detailed explanation of some of these
techniques and components grouped under the subsystem in which they are most
likely to be employed. Some techniques and components may be used in more
than one subsystem; as an example, a TWT might be found in either receiver or
transmitter subsystem, but generally the grouping will provide accurate reference
to the components.

8-2. RECEIVER SUBSYSTEM.

a. Feedback Demodulation.

(1) As described in paragraph 7-8, the angle modulation technique achieves
improvement factors greater than one. This means that the demodulated or
baseband S/N ratio is higher than the C/N ratio at the receiver input. For ordinary
demodulation (without feedback) of an angle modulated signal, the C/N ratio at
the input must be greater than moderately high thresholds if the improvement
ratio is to be realized. A space communication link from the satellite to the ground
station must achieve a satisfactory baseband S/N ratio quality at the lowest possible
C/N power. Any carrier power larger than the minimum necessary requires the
satellite transmitter to be larger, heavier, and more costly. The relatively high
threshold of carrier-signal-to-noise ratio that an angle modulated signal must exceed
for satisfactory demodulation of the signal with conventional fm detectors is an
obvious disadvantage for space link communications. However, in recent years two
demodulation techniques have been developed that can demodulate satisfactorily
down to considerably lower threshold levels and still retain the improvement factor
of angle modulation at signal levels above threshold. One demodulation technique
used frequency modulation feedback (fmfb), and the detector used is called an
fmfb detector. The second technique employs a phase-lock loop (phil) detector.
The circuitry of fmfb and phil differ considerably, but the performance is essentially
the same for both. Some of the functional mechanisms of fmfb and phil are
aualitatively described.
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(2) When frequency or phase modulated, the carrier deviates higher and lower
in frequency or ahead and behind in phase, according to the waveshape of the
baseband signal. However, it also contains noise. The greater the deviation, the
greater the bandwidth occupied by the spectrum of the modulated carrier.

(3) Refer to figure 8-1 and assume that switch S is in the OPEN LOOP
position and that a large deviation fm wave with modulation index 01 is applied
to the mixer at point A. At the same time an identical fm wave with a slightly
reduced deviation (modulation index 32), is applied to the other terminal of the
mixer at point B. The mixer output will be the sum and difference frequencies
of the two waves. The difference frequency is selected by an IF filter. This
difference frequency at point C will have a deviation with index 033 which will
be the difference of the modulation indexes of the two fm waves (33 = 1 -132).
This resulting reduced deviation wave may be passed through a filter whose
bandwidth is approximately 133/31 times that required of the large deviation wave.
The signal is frequency detected in a circuit such as a discriminator. The second
fm wave (32) can actually be derived by feeding the output signal of the frequency
discriminator through a low-pass filter to frequency deviate a voltage controlled
oscillator (vco). The larger the gain in the feedback loop, the more the input
deviation is reduced in the IF.

(4) To explain the threshold improvement gained by using fmfb, the
threshold mechanism of conventional fm will be detailed. The threshold occurs
in a conventional fm receiver when the random noise peaks exceed the carrier
amplitude, prior to the frequency modulation detector (discriminator), for a
sufficient percentage of time. Each time a noise peak exceeds the carrier amplitude,
an impulse in amplitude (spike) appears at the frequency discriminator output.
This noise appears as a random sequence of spikes, which are heard as sharp pops
in an audio system or seen as spots on a television screen. For a voice, data, or
television cl-annel, operation below threshold is generally unsatisfactory.

4 t(5) These noise spikes are reduced by fmfb and, therefore, the threshold
is reduced. This is accomplished by feeding the detected signal and noise back
to the vco. The noise feedback will reduce the incoming noise and reduce the
threshold of the system. At the same time the improvement factor for high level
S/N ratios will remain that of the transmitted wave. To demonstrate this action,
consider two examples. First, a 50-dB S/N ratio is desired at the output or baseband
signal. By using conventional fm, a minimum C/N ratio of 27.5 dB is required
(fig. 8-2). Only 18.5 dB is required for fmfb, and the carrier power can be reduced
by 9 dB, which is a factor of 8. As the second example, take a more typical
baseband S/N of 35 dB. Referring to figure 8-2, it can be seen that the carrier
power can be reduced by 6.6 dB, or a factor of 4.6. The modulation indexes
necessary for an optimum system are also shown in figure 8-2. Since bandwidth

8-2



15 April 1974 CCP 105-5

OPMIEN LOOPE OUPU FREQUENCY 3

B MF

OPENLOOPOurUT CP1055-0

00

0 50 -I

1 10

cc III

40

10 301

4 I I

0 
9 

d 
B 

-

J

2a 0 I -

15 20 25 30

MINIMUM RF C/N FOR SPECIFIED S/N OUT
CCPIOS-5-40

Figure 8-2. Graph of rf C/N threshold in dB (C/N)T.

8-3



CCP 105-5 15 April 1974

is directly proportional to the modulation index, the rf bandwidth can be computed.
For these two examples, the modulation indexes are between 2 and 3 times larger
for fmfb; hence, the rf bandwidth for optimum fmfb is 2 to 3 times larger than
for conventional fin.

(6) Noise operates on an angle modulated signal in such a way that only
some of the noise energy angle modulates the carrier and only the angle modulation
portion of the noise is reduced by the feedback. For moderately high input angle
modulation indexes, requiring only a moderate amount of loop feedback gain,
networks which ignore the amplitude modulation portion of noise are used. As
the modulation index of the input signal is increased, the amplitude portion of
the noise modulation causes the threshold to rise to some intermediate value
between the 6 dB lower angle modulation limit and the high threshold it would
have had without feedback.

b. Phase-Lock Loop Demodulation.

(1) The phil system, like the fmfb system, uses a signal-tracking filter and
responds only to a narrow band centered about the instantaneous carrier frequency
as it sweeps through its deviation. Since at any instant the incoming signal is but
a single frequency, the detection bandwidth required is limited to that needed
for modulation information, as opposed to the wide bandwidth required by
conventional fm circuits. The philsystem generates a replica of the incoming carrier,
as opposed to the fmfb system which provides only a narrow-band IF signal. Since
the phase-lock demodulator detects signals that would normally be below the
threshold level of standard demodulators, it is extremely useful in satellite earth
station receiving equipment.

(2) Figure 8-3 illustrates a typical phIl threshold extension system. The
circuits are conventional until the signal reaches the phase-lock demodulator. The
phase-lock demodulator consists of a phase detector, low-pass filter, and a vco.
These circuits form a feedback loop which continuously adjusts the frequency of
the vco to that of the incoming fm carrier. In operation, the phase detector
compares the instantaneous phase of the incoming frequency-modulated carrier with
the phase of the locally generated replica of the modulated signal obtained from
the vco. The output of the phase detector is an error voltage proportional to the
phase difference of the two signals. After passing through the low-pass filter the
error voltage is applied as feedback control to the vco. Thus, the vco is locked
in phase with the incoming carrier. Since the output of the phase detector must
adjust the instantaneous frequency of the vco to the deviating incoming carrier
to maintain phase-lock, the vco control voltage is a replica of the modulation and,
thus, represents the demodulated receiver output.
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Figure 8-3. Phil threshold extension system block diagram.

(3) A minor disadvantage is that the narrow feedback loop bandwidth leads
to sluggishness. In the phase-lock demodulator the loop must control the phase
difference (error) to less than nonambiguous limits (±90 degrees) of the phase
detector or the output signal is subject to severe distortion. This requires an increase
in the loop tracking bandwidth and a cost in the threshold extension range.

(4) To analyze the effects of the narrow loop bandwidth in a little more
detail, consider the error-sensing device (phase detector). The phase detector is
simply a mixer, a nonlinear device driven by the sum of two signals, the vco output
and the received signal. The output is passed through the low-pass filter and provides
both the feedback voltage and the baseband output. The important point is that
the phase detector output is unambiguous only if the phase difference between
the vco signal and the carrier is known to be within the limits of ±90 degrees;
it is impossible to deduce from the output if this is, in effect, a reality or if
the vco has "slipped" the carrier input by an integral multiple of 180 degrees.
In operation, if the response is too sluggish, tracking will be imperfect. Even in
the absence of noise, instances will occur when the vco phase differs from the
carrier signal by more than ±90 degrees and the two signals slip phase by an integral
multiple of 180 degrees. When this occurs the output waveform becomes a "folded"
version of the modulation and the intermodulation distortion becomes enormous
because of the gross nonlinearity introduced.

(5) To describe the nature of the problem a little further, consider the
following: The phase detectors in many phlls measure the phase difference between
the input wave and that of the vco in a linear range somewhat less than ±90
degrees. This is also the range of phase difference that provides negative feedback
control. If the phase of one of the waves changes abruptly, causing the phase
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difference to fall somewhat outside the range of ±90 degrees, the loop becomes
regenerative. The vco will sweep through the regenerative range as rapidly as the
loop time constant permits until it has reached a new degenerative region of phase
difference into the regenerative (and cycle skipping) range; whereupon, a peak noise
impulse appears abruptly in the phase detector output.

(6) In summary, when phase reference is lost momentarily, further
complications may arise in some phil systems. Lock is apt to be lost and not
recovered properly. In particular, a state of anomalous lock (false lock) can occur
and though it is popularly thought to be caused by a trivial malfunction, it is
in fact, an inherent characteristic of some phil systems. Figure 8-4 illustrates a
method of correcting this condition. The principle of operation is simple. The
output of a conventional discriminator is applied with the vco control voltage to
a control circuit. In normal operation, the vco control voltage keeps the error
phase difference within the limits of ±90 degrees. However, if the vco phase slips,
the conventional discriminator, which is affected only by the incoming signal,
momentarily assumes control and forces the vco to within the ±90-degree
phase-difference boundary, the vco is then controlled by the feedback loop in a
normal manner.

(7) However, a trade off between threshold extension range and stability
is required. The loop natural frequency may be made large relative to the top
channel frequency and ensure a peak phase difference that is small relative to ±90
degrees. This provides relatively low intermodulation distortion but high threshold.
In the opposite direction, the loop natural frequency may be picked near or even
below the top channel to produce a low threshold, but at the expense of increased
intermodulation distortion. Demodulators currently in use appear to use a natural
frequency approximately 2.5 to 3 times the top baseband frequency, a penalty
of about 5 dB in noise.

(8) As shown in figure 8-3, typical phase-lock fm demodulators use the
oscillator control voltage as the baseband source. This leads to an increase in
intermodulation distortion, as compared with conventional receivers. Here, however,
the problem is more severe since the phase detector characteristic generally is far
from linear and is dependent upon the signal and SIN ratio. Far better results
(as much as 30 dB improvement) in intermodulation performance have been
measured when the vco is discriminated to provide the output signal.

(9) Mention should be made of the impulse-noise effects that are present
in the output when the input signal drops below the extended threshold of the
phil system. In essence, the phase-lock demodulator appears to involve two
thresholds. First, the IF limiter threshold (a soft or gradual threshold), the point
at which the IF input to the phase detector begins to drop in amplitude and,
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Figure 8-4. Phase detector with control circuit to prevent false lock
block diagram.

in consequence, to induce changes in the loop parameters; and second, the point
at which phase-jump effects are observable in the output point of figure 8-3.
Phase-jump effects will not be observed in the output of the vco when the output
of the vco is demodulated, except perhaps for an attenuated version of those
observed at the output of figure 8-3.

c. Parametric Amplifier.

(1) A paramp works through modulation of energy storage devices
(reactances), the reactance of which is made to vary as a function of time. In
electrical systems, the reactance can be a capacitance, which stores potenti3l energy;
it can be an inductance, which stores kinetic energy. Or it can be a beam of
electrons, which has both potential and kinetic energy. The following paragraph
explains how this time-varying reactance can amplify an electrical signal.

(2) The classic example of a paramp is the LC-resonant circuit in which the
capacitor acts as a storage device. To explain the amplifying action, first consider
part A of figure 8-5. Assume that at some instant the capacitor C is charged to
some specific value Q and the switch is closed. If there is no resistance in the
circuit, the circuit will oscillate, causing the voltage to swing about the zero point,
as shown in part B of figure 8-5, at a frequency that depends on the resonant
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Figure 8-5. Paramp, principles of operation, functional diagram.

frequency of the LC circuit. If the plates of the capacitor could be separated at
time T1 (part B of fig. 8-5) and pushed together at T2, separated again at T3;
etc., voltage amplification would occur as illustrated in part C of figure 8-5.

(3) This action can also be expressed mathematically as V = Q/C. If the
denominator (C) of the right side of the equation is decreased (plates pulled apart),
V will increase, since Q is assumed to remain constant during the pulling action.
It C is increased (plates pushed back together) when V equals zero, the charge
(Q) on the capacitor will be zero and no change in the voltage will occur; i.e.,
power will neither be added to or taken from the LC tank circuit. Thus, the overall
result and the p)umping action is to increase the voltage or power.
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(4) The paramp described is a one-port negative resistance amplifier. The
paramp is connected through a short piece of waveguide to a circulator, as shown
in part D of figure 8-5. Briefly, the paramp can be thought of as a device having
a reflection coefficient greater than one. Thus, a signal entering thle paramp is
immediately reflected, but at a greater amplitude. The circulator is a ferrite device
by which, due to certain properties of ferrites, the input signal (f,) is separated
from the amplified output signal (Afd). A more detailed description of the
mechanism of a paramp is presented below.

d. Theory of Parametric Amplification.

(1) It was explained briefly in the previous paragraphs how a single frequency
signal could be amplified, using a time-varying capacitance, once it is injected into
the resonant circuit. However, a number of problems must be solved before this
principle can be applied in a practical manner. These are as follows:

(a) The signal to be amplified is complex instead of a single sinusoidal signal
as depicted. In this case, it is a very high frequency (7.5 GHz) varying over a
50-MHz range. Thus, instead of the capacitor plates opening and closing at a steady
rate, the change must take place at some varying frequency and keep a precise
instantaneous phase relationship with a varying frequency.

(b) The amplifier to be described is a one-port device; i.e., the output is
taken from the same terminals to which the input is applied. These two signals,
both appearing at the same terminals, must be separated.

(c) The frequency at which the capacitor plates are opened and closed must
be at least twice the signal frequency, or 15 GHz; this obviously can not be done
with any mechanical device. In the actual case, the capacitance is varied at a much
higher rate than twice the signal frequency or approximately 26.5 GHz. The pump

4 frequency chosen affects the gain, bandwidth, and noise characteristics. This is
important but need not be discussed here. Referring for a moment to the simplified
explanation (para 8-2c(2)), it appears that, for the device to work, thle puImp
frequency must be exactly twice the signal frequency and properly phased with
the signal frequency. Now, we seem to have destroyed this important consideration
by using a pump frequency that has no apparent relationship with thle signal
frequency. How is this relationship attained and how is the capacitance varied at
the very high rate?

(d) Other problems such as the filtering out of unwanted signals, amplifier
stability, and noise also arise, but an understanding of these problems is unnecessary
to the general explanation and; hence, will be ignored.
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(2) A schematic representation showing the principal elements of an operating
paramp (figure 8-6) will illustrate how these elements combine to solve these
problems. Referring to figure 8-6, the paramp consists of the following elements:

(a) The circulator (paragraph 8-2e) is a. ferrite device. The laws governing
the conductivity and dielectric constant of ferrites are not well understood. For
the present; therefore, it suffices to say that as a result of certain properties of
ferrites, the input signal (fs) is separated from the output signal (Afs).

(b) The signal tank circuit, L1 C1 , idler tank circuit L2C2 , and pump tank
circuit, L3 C3 C4 , are representative of the hi-Q resonant cavities of the actual
paramp. The idler tank is tunable by a knob (part A of fig. 8-6) and is the primary
means for setting the paramp frequency. The pump frequency is made much higher
than twice the signal frequency %; actually fp is made equal to fs + f, . These
frequencies are chosen to provide the best gain-bandwidth product and noise factor.

(c) The kystron pump provides pump power to cause the 'yclic change in
the capacitance of the varactor diode. This effect is equivalent to the push-pull
action on the plates of a capacitor.

(d) The varactor diode is a low-loss silicon diode, whose junction capacity
is a function of the voltages applied to its terminals. Because of the low LC product
associated with the junction and terminals, the capacitance can be made to vary
at a super high frequency. Because of the loss in the diode, it can be represented
by a small resistor (which accounts for the loss) in series with a variable capacitor.
This resistive component introduces noise as a function of its temperature. The
magnitude of this noise is decreased by cooling the diode to cryogenic temperatures
(paragraph 8-2f).

(e) The varactor diode is biased to a specified point on its operating curve
to decrease the amount of diode current, which would produce noise due to "shot
effect" and also to provide the proper operating point for pump operations.

(3) If the above statements regarding the functions performed by the
elements are acceptable, then two of the listed problems may be considered as
solved; namely, how both the input and output signals, appearing at the same
terminals, can be separated; and how the capacitor can be varied at the very high
frequency required. The major problem remaining is to show how this variation
in the capacitor can be kept in phase and synchrony with the varying incoming
signal. This will be accomplished with the aid of part A of figure 8-6.

(4) The incoming signal from the feed horn is passed through the circulator
to the paramp, where it is mixed with the I -np signal. This mixing action is
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Figure 8-6. Paramp schematic and functional diagrams.
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somewhat analogous to that of a superheterodyne receiver in which a local oscillator
signal is mixed with the incoming signal to produce both their primary signals
in addition to their sum and differences, and harmonics.

(5) It will be helpful to discuss one point, which may cause confusion. This
results from the necessity of talking about mixing frequencies to produce additional
frequencies, and the apparent similarity of this action to that of a superheterodyne
receiver. In a superheterodyne receiver, the incoming signal is mixed with a local
oscillator to produce an IF. The IF signal is passed through a number of relatively
narrow-band amplifier stages. In this case, it is relatively unimportant what the
conversion gain of the mixing stage is since most of the amplification takes place
in the IF stages. Confusion may arise from the fact that in the superheterodyne
receiver amplification takes place stage-by-stage as the signal progresses;
amplification in a paramp, on the other hand, takes place in a more simultaneous
manner. In a paramp, the action is more like that shown in part B of figure 8-6.
Here the paramp appears as a "black box" connected through a short piece of
waveguide to a circulator. As far as the results that could be seen at the circulator
are concerned, the paramp acts like a reflector having a reflection coefficient greater
than one. A very weak signal going toward the paramp and the same signal being
reflected back (highly amplified) will appear at the circulator output.

(6) In the actual paramp, the sum frequency is eliminated so that there will
exist in the pardmp only:

Input signal fs = 7.5 GHz
Pump signal fp = 26.5 G Hz
Difference frequency fi = fp - f, = 19.0 GHz

(7) These signals which appear in the signal tank, pump tank, and idler tank
circuits are represented graphically in parts A, B, and C, respectively, of figure
8-7. The fact that the idler frequency fi exists is substantiated in paragraph (8).

(8) Under the influence of the pump signal, the capacitance of the time
varying varactor (capacitor) is given at any moment by C = C. + C1 cos cipt
and the voltage appearing across the varactor by V + Vo cos (List + 0). The
instantaneous charge across the capacitor is the product of the varying voltage
and capacitance. By expanding this product in a Fourier series, it can be shown
that the composite periodic waveform is made up of the two primary frequencies
and various harmonics (each at some specified amplitude) of the sum and difference
of the primary frequencies. Among these will be the difference frequency, cip

= w,, which is the desired idler frequency.

(9) The interaction between two signals of different frequencies can be of
two possible types: (1) Direct superposition of the two signals (which amounts
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to adding the ordinates point-by-point) followed by rectification of the combined
signals and (2) systems in which one of the signals is modulated by the other.

(10) In the first case, when two alternating voltages of different frequencies
(shown in parts B and C of fig. 8-7) are superimposed, the result is as shown
in part D. As can be seen, the two waves alternately add and subtract as the
higher frequency wave advances (relative phase advance). A study of figure 8-7
shows that the resulting envelope goes through one cycle of amplitude variation
in a time interval required for the higher frequency to gain one cycle. The frequency
of the envelope is, therefore, the difference between the higher and lower
superimposed signals.

(11) In the second case, if one of the waves in figure 8-7 is used to modulate
the other, the result is the production of sidebands. One of these sidebands is
the difference frequency, so that the end result is exactly as described.

(12) Thus far it has been shown that, under the given conditions, three
frequencies of interest appear in the paramp. A closer look will show that the
voltage across the varactor (capacitor) is not simply that of the input signal, but
is a combination of input signal and the idler signal. The same approach could
be used as before to show that the idler signal combines with the pump signal
to produce signals at other frequencies. Among these new signals will be a difference
frequency signal equal in frequency and phase to the input signal but greater in
amplitude. Thus, for all practical purposes, the input signal and an amplified replica
of the input signal appear across the varactor. Generally, what appears to happen
is that as the incoming signal starts positive, the varactor sees the combined results
of the signal and a signal at the same frequency produced by the idler (and pump),
which causes the voltage across the varactor to vary as the instantaneous sum of
the two. Hence, the output appears as an amplified replica of the input.

(13) From the above discussion, it might be appropriately asked, "How does
the idler signal become synchronized with the time varying input signal to maintain
the proper relationship between the input signal and the pump signal?" To answer
this, refer again to waveforms A, B, C, and D of figure 8-7.

(14) In the time period T input signal A goes through two and one-half cycles,
pump signal B goes through 10 cycles and idler frequency C through 7.5 cycles.
Thus, the idler frequency equals 10 -2.5 = 7.5 cycles for the time period T.
Now suppose the frequency of the input signals changes as indicated by the dashed
lines in A. This results in the new idler frequency shown in E. When the pump
signal B is combined with the new idler signal E the result is as shown in F.
When the input signal decreased to two cycles for the time period T, the idler
signal increased to eight cycles, maintaining the equality between input signal, pump
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Note: For the difference frequency to show clearly when diagrammed in this
manner, the ratio between the two frequencies must be in the order of 3 to 4.
(The lower the ratio, the more apparent the result.) Thus, in an attempt to show
the production of the difference frequency using the paramp input signal (7.5 GHz)
and the pump frequency (26.5 GHz), the result will be disappointing because of
the high (approximately 3.5 to 1) ratio. This relationship between input signal
and pump signal does exist, however, so that waveform C can be considered as
having been developed from waveforms A and B.

Figure 8-7. Paramp waveforms.
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signal, and idler signal. In general, as the input frequency changes causing a shift
in phase as compared to some reference, the idler also shifts in phase (frequency)
a corresponding amount. Thus, phase coherence always exists between the idler,
pump, and signal frequencies.

(15) One other important problem remains to be solved regarding phase and
synchrony. The previous paragraph explains how synchrony is achieved, but it does
not show how the proper phase relationship is attained. As mentioned previously,
with regard to phase and synchrony, in order to have energy transferred from
the pump to the signal frequency, the capacitance must increase when the applied
voltage is maximum and must decrease when the voltage is zero.

(16) There is no simple way of showing this except by mathematics. As
mentioned previously, both the input signal f, and idler signal f, appear across
the varactor. The instantaneous value of these two voltages separately can be
represented as v, = sin 27rfst and v, = sin 27rfit. The instantaneous value of their
sum is vt = sin 27rft + sin 27rfst. By referring to a table of trigonometric identities,
one obtains an equivalent expression v, = 2 sin 7r(f i + fs)t cos 7r(f, -fs)t. The
term (f, + fs) is exactly equal to the pump frequency. When the term sin 7T(f
+ fs)t goes through zero, the voltage across the varactor also goes to zero. This
occurs at just one-half the pump frequency. Stated in another way, the varactor
is being pumped at just twice the rate at which the voltage across the capacitor
goes through zero, which is the correct relationship between varactor voltage and
variation in capacitance to produce energy transfer from the pump to the signal.

e. Cirlator/Isolator Analysis.

(1) Physically, a circulato (fig. 8-8) consists of three Y-connected strip-line
conductors, sandwiched between two layers of ferrite material, in a steady magnetic
field. The rf energy entering the signal input port of the circulator, travels in both
clockwise and counterclockwise directions around the center of the circulator to
arrive at the output signal port. Due to the unilateral characteristics of the ferrite
material, the lengths of the paths (in wavelengths) traveled around the circulator
differ for energy traveling in the two possible directions.

(2) As shown in figure 8-8, energy traveling the path from point A to point
B experiences a 120-degree phase shift, as does the energy traveling from points
A to C to B. Since the phase shifts are identical, energy from the two paths will
add at point B, and the resulting signal becomes the output signal from the
circulator. Following the paths energy would take going from point A to point
C, and adding the indicated phase shifts, it can be seen that energy arriving at
point C will be 180 degrees out of phase; consequently, practically none of the
energy entering the input port is dissipated in the 50-ohm termination at point
C, and all of the input signal is fed out of the circulator at the output port.
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Figure 8-8. Circulatorlisolator signal paths.

(3) Suppose now that the reflected energy feeds back into the circulator
at the output port and tries to follow the two paths around the circulator to
the input port. In this case, energy from point B to point A receives a 60-degree
phase shift by the counterclockwise path and a 240-degree phase shift by the
clockwise path. Hence, energy arriving at point A is 180 degrees out of phase
and cancels. At point C, reflected energy (that is, energy entering the circulator
at the output port) is in phase and is dissipated in the termination at point C.

(4) In general, a circulator has very low resistance in the forward direction;
this is on the order of 0.02 to 0.05 dB. A very high impedance appears in the
reverse direction.

f. Parametric Amplifier Cooling.

(1) The paramp is cooled in order to keep thermal noise to a minimum
(cooling is accomplished by a cryogenic system using helium (the Cryodyne helium
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refrigerator)). Operation is based on a principle similar to that used in a household
refrigerator - namely, that most gases cool when they are expanded. The low
temperatures that are obtainable with the Cryodyne refrigerator result from the
use of: (1) An efficient thermodynamic cycle, (2) special heat exchangers, (3) two
stages of refrigeration, and (4) a refrigerant (helium) that remains fluid even at
temperatures approaching absolute zero.

(2) The flow of helium in the refrigerator is cyclic. The sequence of
operations is best explained by beginning with an elementary cooling circuit
consisting of a single cylinder and piston as shown in figure 8-9. A source of
compressed gas (a compressor, in this case) is connected to the botton of cylinder
C through inlet valve A. Valve B is in the exhaust line leading to the low-pressure
side of the compressor. Assume that the piston is at the bottom of the cylinder;
valve B is closed and valve A is opened. The piston is caused to move upward
and the cylinder fills with compressed gas. When valve A is closed and valve B
is opened, the gas expands into the low-pressure discharge line and cools. The
resulting temperature gradient across the cylinder wall causes heat to flow from
the load into the cylinder. As a result, the gas warms to its original temperature.
The piston is lowered, displacing the remaining gas into the exhaust line, and the
cycle is complete.

(3) Such an elementary system, while workable, would be very limited in
the minimum temperatures that it could achieve. To operate the cycle in a lower
range of temperatures we must cool the incoming gas with the exhaust gas before
the incoming gas reaches the cylinder. This is accomplished in the Cryodyne helium
refrigerator by a device that extracts heat from the incoming gas, stores it, and
then releases it to the exhaust stream. The device (fig. 8-10) is a periodic-flow
heat exchanger, or regenerator. The regenerator contains a single flow path, packed
with a matrix of material that readily accepts heat from a warmer fluid and yields
it to a cooler one. Once steady-state operation is established, the matrix maintains
a temperature betiveen that of the inlet and the exhaust gases at each point along
its length.

(4) Operating under steady-state conditions, a system of this type exhibits
the characteristic temperature profile shown in figure 8-1 11. The steps of the cycle
are as follows (numbers in parentheses refer to the applicable portions of figure
8-11):

(a) With the piston at the bottom of its stroke, compressed gas enters through
valve A (fig. 8-12) at room temperature (1).

(b) As the piston rises, the gas passes through the regenerator. The matrix
absorbs heat from the gas (warming from 3 to 4), and the gas cools (2).
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Figure 8-9. Elementary cooling circuit functional diagram.
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Figure 8-10. Cooling circuit with regenerator functional diagram.
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Figure 8-11I. Temperature profile of single-stage cryodyne refrigerator.
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Figure 8-12. Improved single-stage regenerator functional diagram.
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(c) Still at inlet pressure, the cooled gas fills the space beneath the piston.
The gas temperature at this point (5) is about the same as that of the load.

(d) Valve A closes and exhaust valve B opens (fig. 8-12). The gas now expands
into the low-pressure discharge line and cools further (6). This temperature drop
(AT,) is responsible for the refrigerating effect.

(e) Heat flows from the load through the cylinder walls, warming the gas
to a temperature slightly (ATe) below that at which it entered the cylinder (7).

(f) As the gas passes through the regenerator it warms up (8) as it receives
heat from the matrix and the matrix is cooled (4 to 3).

(g) The piston descends, pushing the remaining cold gas out of the cylinder
and through the regenerator. However, because the regenerator is not 100 percent
efficient, there is always a temperature difference between the gas and the matrix;
thus, at any point shown in the diagram, the exhaust gas remains slightly cooler
than the inlet gas.

(h) The low-pressure gas leaves through valve B (fig. 8-12) at approximately
room temperature (9).

(5) n figure 8-10, the piston would require a pressure seal and would have
to be designed to withstand unbalanced forces. A more practical adaptation of
this cycle is illustrated in figure 8-12. This system uses a double-ended cylinder
and an elongated piston made from a material of low thermal conductivity. Since
the pressures above and below the piston are substantially equal, the piston needs
no pressure seal. The piston is more correctly called a displacer, because it merely
displaces gas from one end of the cylinder to the other; no mechanical work is
introduced (except in overcoming friction) and, thus, the system is said to use
a "no-work" cycle. The regenerator is placed inside the displacer to avoid
unnecessary piping and heat losses.

(6) The regenerator matrix material must have considerable heat capacity
to enable it to perform its function in the system. Unfortunately, solids lose heat
capacity as the refrigeration temperature is lowered. This phenomenon not only
impairs the efficiency of the regenerator, but also imposes a lower limit on the
temperature that can be attained. The improved single-stage regenerator (fig. 8-12)
may achieve a temperature as low as 30 K, but useful refrigeration may be limited
to 60 K.

(7) The refrigeration available from a given work input; e.g., a given size
of compressor, is a function of the refrigeration temperature. As this temperature
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is lowered the gross refrigeration available falls. The net refrigeration falls more
sharply because the rae of heat loss increases. Therefore, to obtain useful
refrigeration in the region below 60 K, it is advantageous from the standpoint
of the work input or compressor size to use a cascaded, two-stage system as shown
in figure 8-13. In this arrangement, refrigeration (80 K) is provided at the first
stage to intercept most of the conduction and radiation leaks from room
temperature. This stage also provides for the principal regenerator loss. Refrigeration
can be provided in the second stage at temperatures down to 15 K.

g. Varactor Diode.

(1) The explanation of parametric amplification has assumed a capacitance
that is, in some way, varied in amount at the pump frequency. It is obviously
impractical to vary the capacitance at the pump frequency by any mechanical
means. However, the varactor diode exhibits a quality that enables this to be
accomplished electronically. When biased in the reversed direction, all
semiconductor diodes exhibit a variation in capacitance as the reverse voltage is
increased and decreased. This variation can be explained as follows. The junction
of the diode has P type semiconductor material on one side and N type
semiconductor material on the other side. The current carriers in the N type material
are electrons, while the current carriers in the P type material are holes. These
holes are the equivalent of mobile positive charges and are discussed in paragraph
9-4.

(2) The application of a reverse voltage repels the electrons and the holes
from the junction, leaving a depleted region in the neighborhood of the junction.
The layer of electrons on one side of the junction and of holes on the other
side can be considered the plates of a capacitor. Since variation of the reverse
voltage causes the electrons and holes to move closer and farther away from the
junction, the equivalent capacitance changes accordingly.

h. Tunnel Diode.

(1) The tunnel diode is ideally adapted for use in satellite communications
since it can amplify at microwave frequencies (tunnel diodes operate at the speed
of light), is resistant to nuclear radiation without additional hardening, and can
operate in a wide temperature range.

(2) Tbe tunnel diode amplifies by using the negative resistance characteristic
(fig. 8-14) peculiar to the tunnel diode. Note the linear increase in current with
application of positive voltage until the negative resistance range is reached. At
this point, increasing voltage causes a current decrease; likewise a decrease in voltage
causes an increase in current. Only the linear portion of the negative resistance
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range is used for amplification. A further increase in voltage (beyond the negative
resistance range) causes a further increase in current.

8-3. TRANSMITTER SUBSYSTEM. The wideband, low-noise amplifiers
presently used in satellite communications links are either klystrons or TWTf's. These
amplifiers are explained below.

a. Kyistron.

(1) The klystron tube consists of a cathode and heater, one or more resonant
cavities, a drift tube, a collector, and some means of producing a magnetic field
around the device. For the purpose of this discussion a three-cavity klystron is
considered. The cross-sectional view of such a tube is depicted in figure 8-15.

(2) The electrons produced at the cathode by the heater (not shown) are
drawn down the drift tube toward the collector by the difference in potential
between the cathode and collector (anode). (The drift tube, cavities, and collector
are all at ground potential in order to eliminate the hazard associated with tuning
the cavities.) A large potential difference between the cathode and collector causes
the electrons to be accelerated down the axis of the tube toward the anode. These
electrons are concentrated into a thin pencil beam by the electromagnetic focusing
coil surrounding the tube. The signal to be amplified is fed into the resonant cavity
and, during the transit time of the electrons in the beam, acts upon the rapidly
moving electrons to further accelerate or decelerate them depending on the polarity
of the rf field in the cavity. The decelerated electrons are overtaken by the
accelerated electrons, and bunching of electrons occurs. This bunching takes place
at the same rate as the signal voltage, bWt at a much higher power level. The
purpose of the drift tube is to allow the electrons time to complete the bunching
process. Introduction of more cavities and a longer drift tube causes the electron
beam to be acted upon by further bunching processes, thereby extracting still more
power from the beam. Finally, the greatly amplified signal is extracted from the
final cavity by a suitable stub.

(3) From the foregoing it might be supposed that, if the drift tube were
made long enough, maximum bunching or velocity modulation would occur. This
is true only for a certain length limit, for eventually the electrons would strike
the walls of the drift tube and serve no useful purpose. In fact, keeping the electrons
focused down the drift tube is an extremely difficult task. One hundred percent
effectiveness has not been achieved and the electrons which do strike the walls
exit through the body of the tube to ground. The current which results is called
body current.

(4) For specific applications, klystrons differ in the size of the cavity, the
transit time through the drift tube, the voltage difference from cathode to anode,
and the frequency of operation.
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Figure 8-15. Klystron, cross sectional diagram.

b. Traveling-Wave Tube.

(1) The TWT has an electron gun (cathode) and a collector (anode) as shown
in figure 8-16. A helix, whose axis is the path of the electron beam, is placed
about the path of the electron stream. The electron stream is caused to traverse
this path from the gun down the axis of the surrounding helix to the collector
anode. The entire assembly is sealed inside an evacuated glass envelope. Another
helix, which is used to couple the signal voltage into the inside helix, is placed
outside the glass envelope at the cathode end. A similar helix, which is used to
extract the greatly amplified signal, is placed at the anode end. A focusing coil

is fitted closely around the inside helix, but outside the tube envelope. This coil

is similar to the focusing coil used on a klystron and performs the same function
of keeping the electrons packed tightly in a beam.

(2) The beam of electrons produced in the gun is projected toward the anode

or collector. The speed of electrons is controlled by the difference in potential

between the cathode and the collector. The electrons are kept in a tight beam
shape by the focusing coil. The signal voltage is introduced into the coupling helix

nearest the cathode and proceeds down the helix at the speed of light. These are
termed fast waves. However, since the conductor is wound into a helix, the speed

of propagation along the axis of the helix is some value less that the speed of
light. Depending on the diameter of the helix and the number of turns per unit

distance, the speed of propagation now becomes something on the order of 1/10

to 1/30 the speed of light. These are termed slow waves. The slow waves produce

an electrostatic field which varies according to the signal voltage and interacts with

the electrons in the beam in a manner similar to the klystron.
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Figure 8-16. TWT, cross sectional diagram.

(3) Acceleration and deceleration of the electrons take place and bunching
occurs. The bunching occurs at an exponential rate as the process is continued
down the length of the tube. Simultaneously, the signal on the helix increases
in magnitude as it proceeds down the helix. The increase in signal energy is balanced
exactly by the loss of kinetic energy in the electron beam. The basic difference,
and a very important one, between the klystron and the TWT is that the klystron
has only a very short time to act on the electron beam and; therefore, high electric
fields are necessary for efficient operation. These are produced in a resonant cavity

which is sharply tuned. Specifically, the interaction time is only that transit time
in the cavities and, to an indirect degree, in the drift tube. In the TWT; however,
the interaction time is that time required for the rf field to travel down the helix
proper, which is a much longer physical distance than in the klystron.

(4) Due to the fact that no high impedance or resonant devices are employed
in the TWT, it operates over a very wideband of frequencies. TWT's have been
designed and built which are essentially linear over a range of 7 GHz. The only
critical requirement is that the electron speed be approximately equal to the rate
of propagation of the slow wave. The requirement for this is self-evident, for if
the speed of the electrons were either much greater or much slower than the slow

wave, no interaction between the two would take place. Once the speed of the
electrons has been synchronized by adjusting the voltage difference between the
cathode and anode little, if any, further adjustment is necessary. Amplification
factors of 104 or 40 dB are common with a single TWT.

(5) TWT's exhibit a variety of characteristics, some of which are discussed
briefly as follows:

(a) Narrow band amplifiers. TWT's have been constructed to operate over
a narrow band. In these cases larger gains are exhibited; i.e., 60-70 dB.
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(b) Law-noise amplifiers. Where exceptional gain was not a factor, TWT's have
been constructed which have a noise figure as low as 6 dlB. However, these operate
at a relative low power level.

(c) Special purpose amplifiers. Sometimes an extremely flat (linear) amplifier
is required, or one which has increasing gain with increasing frequency. These,
too, have been constructed at the expense of some of the other features of the
TWT.

8.4. MODEM TECHNIQUES.

a. Multiplexing is the process of simultaneously transmitting more than one
independent information stream over a single link. An important part of many
of these multiplexing systems is the modulation and demodulation section, the
theory of which was discussed in paragraphs 7-8 and 7-9. This modulation and
demodulation equipment is often packaged in common units and the term modem
is often applied to these single packages.

b. Multiplexing can take many forms; however, frequency-division and
time-division are the most common types. Because of this popularity, only these
types will be discussed.

(1) Time-division multiplex.

(a) Time-division multiplex, because of its very nature, is most commonly
used to multiplex digital information. Time-division multiplexing of analog
information, such as a voice signal, is not impossible but is quite uncommon.
Therefore, only time-division multiplexing of digital information will be discussed.
In many digital transmissions, the information to be transmitted is contained in
the amplitude or frequency of the waveform describing the intelligence to be

I transmitted, and the duration in time of the waveforms is of no particular
significance. This offers the possibility of reducing the duration of the individual
symbols transmitted, and transmitting additional information in the time intervals
vacated. An example of this process is shown in figure 8-17.

(b) Part A of figure 8-17 represents a section of a digital message. Positive
values represent ones and negative levels represent zeros. Ones and zeros are the
symbols given to the two possible states in a binary transmission.

(c) Part B of figure 8-17 shows the same sequence in which the length of
symbols has been cut in half. Part C represents a second independent digital message;
part D, the same message with halved symbol length. If the message, represented
by part D, is moved one unit in time and combined with the message in part
B, the sequence in part E is the result. This message represents a composite of
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A.

TYPICAL DIGITAL SEQUENCF
(100 % BIPOLAR) + V -1

B. -

SAME SEQUENCE WITH DURATION HALVE:
(50 % BIPOLAR)

C. I I- -

SECOND INDEPENDENT DIGITAL SFOUFNCM
(100 % BIPOLAR)

D. nnnn nnn -

SECOND SEQUENCE WITH DURATION HAI' 1)P
(50 % BIPOLAR)

E. nF-- -- -

FIRST AND SECOND SEQUENCE INTEM ,' '.

(100 % BIPOLAR)

Figure 8-17. Time-division fl)Iit!!1C\
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all the information contained in both messages. This is the principle behind
time-division multiplex. By taking smaller and smaller duration samples of the
sequences, any number of digital signals can be multiplexed. One result of the
multiplexing is that the reduction in individual symbol length requires a wider
bandwidth for transmission. This expanding bandwidth requirement becomes a limit
on the number of channels that can be multiplexed in this fashion.

(d) While the sequence in part E contains all the information in the sequences
of both parts A and C, it is necessary to know which portion of the sequence
in part E belongs to each message. In order to know this, the receiving station
must be able to divide the message into time intervals corresponding to those used
for transmission. For this reason, synchronization between the transmitter and
receiver end of a link is required. As the individual symbols become shorter and
shorter, synchronization becomes more difficult. This increasing demand also tends
to limit the number of channels that can be time-division multiplexed. Figure 8-18
is a block diagram of a system that can be used to accomplish the interleaving
of the individual symbols and the equipment required to interpret the composite
sequence received.

(e) Figure 8-19 shows the waveforms involved in the operation of such a
system. Parts A and B show two inputs which may be regarded as typical waveforms
of the input to the four channels. These unsynchronized inputs must be given
some definite time relationship before the time multiplexing scheme can be applied.
This synchronizing is achieved by the channel synchronizer and input storage unit
of each individual channel. The synchronizer, in turn, gets its timing information
from the system clock. The action of the input storage and synchronizer can be
observed in the input to gates shown in figure 8-19, parts C and D. The beginning
space and all subsequent symbols in the inputs, parts C and D, are held in storage
since they occurred at a random time relative to the clock pulse. The clock pulse
will trigger the channel synchronizer and release the symbols from the input storage.
The beginnings of marks - spaces in both channels will now be simultaneous at
the input to the gates. The gate in this circuit is known as an "and" gate and
gives a positive output if both the input and clock pulse are positive, and'a negative
output if either is negative.

Mf Parts G and H of figure 8-19 show the output of gates 1 and 2. The
output of all such gates is fed to a summing network and the composite multiplexed
signal results.

(g) This summed output is ready for transmission on a wire line, or it may
be used to modulate a carrier for transmission. In the case of communication via
a satellite, this waveform would be used to modulate a microwave carrier.
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(h) Returning to figure 8-18, the right half of the block diagram shows the
equipment needed to recfnver the original four-channel information from the
composite signal. Figure 8-20 gives the waveforms involved. Part A shows the input
waveform (identical to part I of figure 8-19) after its detection in the receiver.
The receiving demultiplexer requires a clock, which generates pulses similar to the
multiplexing equipment, and which must be synchronized with those of the
multiplexing equipment. The dashed line in the block diagram represents the signal,
which is sent between clocks when necessary to ensure synchronization. The clock
pulses for reception are shown in parts B and C of figure 8-20. These do not
occur at exactly the same time as those thown previously, but occur at a slightly
later time to compensate tor any delay in transmission.

(i) The gates in the receiving system act liKe those in the transmitting system;
that is, they give a positive output when both inputs are positive and a negative
output when either input is negative. The outputs of the gates for channels 1
and 2 are given in parts D and E of figure 8-20. These are identical to the individual
gate outputs of the transmitting equipment. The function of separating the
individual signals is now complete, but the original pulse length must be restored.
This is accomplished by a flip-flop which receives the gate outputs and clock pulses.
The flip-flop is designed to give a positive output only if a pulse from the gate
and clock are applied to the inputs simultaneously. Once put into this state, the
flip-flop remains in this condition untii triggered by additional pulses. If a clock
pulse alone arrives, the flip flop switches to the negative state and remains there
until again triggered simultaneously by a gate and a clock pulse. When the nate
outputs (parts D and E) and the clock pulses (parts B and C) are applied to the
flip-flop, the outputs shown in parts F and G result. These are the final outputs
of the system. They are similar to the input signal. The exceptions are that the
output of channel 2 is delayed by the length of a clock pulse and the interval
between characters (letters) is often changed by a small amount.

(2) Frequency-division multiplex.

(a) Frequency-division multiplexing is used primarily* to multiplex voice
channels, although teletype channels '-, ote'n multiplexed in a srnilar fashion into
the individual voice channels. As the ndif,: IMl ies, frequency diytsion multiplexing
depends on translating the V.JiL,- VOi cc chanils to differert frequencies and
transmitting this composite signal. When this composite signal is received, the
individual voice channels are separated and demodulated. This process results In
a repeat of the original voice channel information

(b) A simple example of a four-channel frequency-division multiplex system
is given in figure 8-21. In this example four individual voice channels are :o be
multiplexed. The four channels are applied to four individual input circuits. Thl'
output of each of these circuits is fed to a halancerf nInfhllator At thr, s,ime timr
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each balanced modulator also receives a carrier frequency from the carrier frequency
generator. The modulator in channel 1 receives a 4 kHz carrier, channel 2 receives
an 8-kHz carrier, channel 3 a 12-kHz cajrrier, and channel 4 a 16-kHz carrier. The
output of each balanced modulator is a (douible sideband suppressed carrier signal
centered around the particular carrier frequency employed in that channel. The
carrier frequency is suppressed (redCuIced) to a small amplitude by the balanced
modulator, carrier suppression being one of the characteristics of a balanced
modulator output. The double sideband output of each modulator is passed through
a filter, which passes the lower si(lebands and attenuates the upper sideband. Thus,
the output of each channel is a single sideband signal, which is a replica of the
original signal's spectrum, shifted to another frequency. This signal has the same
shape spectrum and contains all the information needed to reconstruct the original
signal. The envelope of this output, however, does not resemble the input, this
being one of the characteristics of a single sideband signal. The output of these
four filters is summed and the composite signal is ready for transmission.

(c) The carrier frequency generator which furnished the carrier frequency
to the balanced modulators must gunerate accurate, properly related frequencies
which can be reproduced at the other end of the link for proper demodulation.
This is usually achieved by establishing a 4-kHz output derived by dividing down
from some higher frequency standard and then providing the 8-, 12-, and 16-kHz
signals by multiplying the base 4-kHz signal. This gives uniform spacing to the
various carriers. The composite signal output of the summing network can then
be used directly on cable or used to modulate an rf carrier as would be the case
in satellite communications.

(d) At the receiving end, a bank of four 4-kHz wide bandpass filters are
used to separate the composite, multiplexed signal into individual channels. Each
channel filter output is demodulated by mixing with the proper carrier frequency.
In this case, 4-, 8-, 12-, and 16-kHz carriers for channels 1 through 4, respectively,
are used. To supply these carricrs, a carrier frequency generator similar to that
employed in the transmitting equipment is used.

(e) Since a single sideband technique is used in multiplexing and, as
mentioned, the envelope of the single sideband signal does not resemble the original
information, the carrier frequency supplied to the demodulator must be very nearly
the same as that originally used for modulation. Demodulation of a single sideband
signal with a carrier which is even a few cycles different from the original carrier
frequency results in severe distortion of the output. A change in carrier frequency
as small as 50 Hz is usually great enough to make a message unintelligible. The
outputs of the channel demodulator are replicas of the original channel inputs
and the multiplexing-demultiplexing process is complete.
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(f) Although it will be some time before we can expect high-channel-capacity
military satellite communications systems, when the time arrives, techniques will
be available to multiplex large numbers of channels. Frequency-division multiplex
units now multiplex as many as 1,800 voice channels on a single carrier frequency
over conventional links, and systems providing even more channels are being
developed.

(g) When multiplexing large numbers of channels, techniques similar to those
described for a four-channel system are used, with the exception that not all of
the voice channels are translated to their final transmission frequency in a single
step. A typical arrangement for multiplexing 600 channels is shown in figures 8-22,
8-23, 8-24, and 8-25. The following standards have been established: 12 voice
channels are usually mutiplexed to form a group which has a bandwidth of 48
kHz; five of these groups are combined to form a supergroup which has a bandwidth
of 240 kHz and will handle 60 voice channels; and ten of these supergroups are
combined to form the 600 channel baseband, which is 2.6 MHz wide. This
combination (groups, supergroups, and baseband) is shown in figure 8-22. The
details of combining 12 voice channels into a group are shown in figure 8-23.
Channels 1 to 12 are mixed with carriers and filtered to provide a composite signal
between 60 and 108 kHz. This composite signal is passed through a 60- to 108-kHz
group filter and is ready for further combination into supergroups.

(h) An additional feature, available on many multiplexing equipments, is an
input directly into the group filter which allows transmission and reception of
a single wideband 48-kHz channel in place of the 12 voice channels. Usually any
number, from 0 to 50, of the groups might handle 48-kHz channels. For example,
a 600-channel multiplex might be transmitting twenty 48-kHz channels and 360
voice channels. In figure 8-24, the method of combining five groups into a
supergroup is shown. The same modulation and filtering technique is repeated with
the final filter passband being from 312 to 552 kHz. A wideband input is provided
so that a 240-kHz channel is also available. Any number of supergroups can be

• tdevoted to 240-kHz channels, with the remaining channels used for 48-kHz or
voice channels. As an example, there might be three 240-kHz channels, 22 48-kHz
channels and 156 voice channels in the 2.6-MHz baseband. Figure 8-25 depicts
the method of combining 10 supergroups into the total baseband.

(i) The technique is similar for both the channel and grouping systems with
some slight exceptions. Supergroup 2 is passed through.a 312- to 552-kHz filter
directly without modulation. In addition to the combined channels, two pilot tones
at 60 and 2604 kHz are added to the transmitted signal. As in the four channel
system, the modulating and demodulating carriers must be identical in frequency.
This condition is especially hard to maintain when carriers at frequencies as high
as 2852 kHz are used in supergroup 10. In order to ensure that these frequencies
will be identical, pilots derived from the carrier generators at one end of the link
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VOICE CHANNELS 1-12 GROUP 1

VOICE CHANNELS 13-24 GROUP2

VOICE CHANNELS 25-36 GROUP3 SUPER GROUP 1

VOICE CHANNELS 37-48 GROUP4

VOICE CHANNELS 49-60 GROUP5

VOICE CHANNELS 61-120 - GROUPS 6-10 SUPER GROUP 2

VOICE CHANNELS 121-180 - GROUPS 1-15 SUPER GROUP 3

VOICE CHANNELS 181-240 - GROUPS 16-20 SUPER GROUP 4

VOICE CHANNELS 241-300 - GROUPS 21-25 SUPER GROUP 5--- 600 CH
BASEBAND

VOICE CHANNELS 301-360 - GROUPS 26-30 SUPER GROUP 6

VOICE CHANNELS 361-420 - GROUPS 31-35 SUPER GROUP 7

VOICE CHANNELS 421-480 - GROUPS 36-40 SUPER GROUP 8-

VOICE CHANNELS 481-540 - GROUPS 41-45 SUPER GROUP:9

VOICE CHANNELS 541-600 - GROUPS 46-50 SUPER GROUP 10

CCP105-5-47

Figure 8-22. Frequency-division multiplex channels, groups, and supergroups

block diagram.
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CCP105-5-48

Figure 8-23. Combination of 12 voice channels into one group
block diagram.
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Figure 8-24. Combination of five groups into one supergroup.
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are received and used to derive carriers at the other end. As a result, any drift
in frequency at one end of the link is followed at the other end of the link and
no distortion is introduced in demodulation.

8-5. TIMING AND FREQUENCY STANDARDS.

a. The satellite communications system depends on maintaining time and
frequency accuracy, without which some of the systems functions will not operate
properly. Some of the systems functions which could be degraded because of
inaccurate time and incorrect frequency control are as follows:

(1) Satellite acquisition time (the day, hour, minute, and second that a
satellite will appear over the horizon to a particular ground station).

(2) The precise channel frequency so that proper Doppler shift correction
can be computed for each satellite communication link (receiver and transmitter).

(3) The precise beacon receiver frequency so that proper Doppler shift
correction can be computed to permit quick acquisition of the satellite.

(4) Encrypted data synchronization.

(5) Time reference to the local computer, which provides pointing angles
to the antenna system for each satellite communication link.

(6) Frequency standards for test equipment used to calibrate the many
frequency determining devices found within a ground station.

b. Special broadcast stations transmitting in the very low frequency (vlf),
low frequency (If), and hf bands transmit national time and frequency standards
to all interested users who have need of accurate time and frequency reference
standards. These transmissiorns can generally be received at any location throughout
the world. In the United States, the National Bureau of Standards and the Naval
Observatory operate time and frequency standards stations whose frequencies and
time are maintained as constantly as possible, with respect to the United States
Frequency Standard.

c. Table 8-1 is a list of If and vOf transmissions of frequency and time
standards. Not listed in the table are the hf WWV and WWVH (U. S. National
Bureau of Standards radio stations) time and frequency standards broadcasts on
2.5, 5.0, 10, 15, 20, and 25 MHz.

d. The standard of time is related to the standard of frequency because
one determines the other. The passage of time is measured by counting the
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Table 8- 1. L f and v/f frequency and time standards

Station WWVB WWVL NBA GBR MSF

Location Boulder, Sunset, Summit, R ugby, Rugby,
CO CO Canal Zone England England

Frequency 60 kHz 20 kHz 18 kHz 16 kHz 60 kHz

repetitions of some regular event, such as the rotations of the earth, the vibrations
of a piece of quartz crystal (as in a conventional crystal oscillator), or the waves
emitted by an atomn. When the regular event occurs many times in a second it
is more convenient to speak of the number per second or its frequency rather
than the time between two events.

e. A typical basic time and frequency standards system, which is generally
referred to as the local clock, is portrayed in figure 8-26. It consists basically of
a local oscillator of ultra high stability delivering a sine wave signal of high purity.
High purity means that when the fundamental frequency is multiplied many times
the signal will remain free of any unwanted spurious noise or disturbing frequencies,
which are slightly different from the desired one.

f. The heart of the local oscillator frequency standard is a highly stable
quartz crystal oscillator. The oscillator quartz crystal is of especially high quality
and is mounted in such a manner that it ;s held firmly without damping its
oscillations. In order to accomplish this, overtone vibrations having nodal points
are chosen. The quartz crystal assembly is contained in a oven which is fitted
with precise temperature control, since temperature affects the natural frequency
of the crystal. In some cases the oven with the crystal is enclosed in an outer

9 oven to improve the degree of temperature stability.

g. Of nearly equal importance to oscillator stability is the requirement for
a very stable and well regulated power supply. The oscillator power supply must
not reflect any of the fluctuations that occur in the primary power source. A
reliable battery power source is alw! Vs associated with the basic oscillator and
clock portion of the system, to provide a continuous source of power in the event
of an inadvertent main power outage. The batteries will normally supply power
for at least 6 hours, which is generally quite adequate.

h. Additionally, high quality and high reliability components (capacitors,
resistors, inductors, tubes, and transistors) must be used throughout the oscillator
unit.
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CCP105-5-51

Figure 8-26. Typical local clock and frequency standard block diagram.
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i. The oscillator furnishes power to a synchronous clock, which is very
similar to the familiar household electric clock. The accuracy of the time kept
by these clocks is dependent on the accuracy of the power source frequency

j. If the oscillator is low in frequency, the clock will lose time; if the
frequency is high, the clock will gain time accordingly. The rate at which tWe

clock gains or loses time is extremely important, and extended observations and
calibrations to determine this are required. These observations are accornnlished
by use of the frequency and time comparison units. These units contain a typet
of visual recorder that disr!ays the difference in time and/or frequency between
the time and frequency standard being received (vlf, If, or hf radio time ann
frequency standards) and the local clock and frequency standard. If large errors
exist they will usually be quite apparent to the operator observer, however, wherl
the local clock settles down after initial start-up and has been operating for at
least 3 weeks (usual time requiied to stabilize), the errors can only be detecterd

from observations and recordings over hours, days, and frequently weeks.

k. Adjustment of the basic oscillator should not be attempted without
considerable prior thought, data evaluation, and reference to the manufacturer's
instruction manual. It is generally permissible; however, to advance or retard the
time code generator as required, as this will not adversely affect the hasic standard.
Timing and frequency comparison is made using the procedure beIw.

I. Local clock time is compared with the hf stations, WWV or WWVH,
during either full daytime or nighttime hours. The twilight hours are generally
avoided because of the rapid fluctuations that normally occur to the rf propagation
characteristics associated with natural changes in the ionosphere. The frequency
standard, or local oscillator, is compared to the vlf and 'if stations as their

propagation characteristics are considerably more stable and are virtually unaffected
by ionospheric changes. In both cases, the appropriate delay charts and equipment
procedures, peculiar to each geographic location and station equipment, must be
consulted.

m. The foregoing procedure assumes that the time and frequency accuracy
requirements will be such that changes in hf propagation time will be too qrea
to permit use of the hf WWV transmission for checking the local oscillator. In
actuality, this will often not be the case and it may be found that the hf WV
transmission is used exclusively.

n. The minimum oscillator accuracy or acceptable tability is one that will

not drift or deviate more than 1 part in 108 (one cycle out of 100 million cycles)
This is, of course, an exceptionally high requirement. However, ground terminals

may well operate at a frequency of 8 GHz, whicn is 8 x 109 Hz. A drift o'
one part in 108; therefore, would result in a drift of 80 Hz which, though tolerable .
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is a significant drift. With the rapid advdnces in technology, it is not uncommon
for frequency standards in field use to have stabilities of 1 part in 1010, and
the near future may find an atomic frequency standard and clock at ground stations
rather than the quartz crystal types now in use.

o. These atomic clocks can provide an accuracy of two parts in 1U1l1. Their
operation depends upon emission or absorption of spectral lines that arise from
the difference in the energy states of an atom. To understand what is meant by
the two energy states of an atom, visualize a case where light is given off from
a phosphorescent material in a dark- room. Phosphorous atoms are capable of being
excited to a higher energy state by the absorption of some of the light energy
of ordinary white light, such as provided by the sun or an incandescent bulb.
The phosphorous atoms that have been excited to a higher state will gradually,
and in a rather random fashion, decay back to their original unexcited state. As
this occurs, the light energy that was previously absorbed now is emitted in the
form of light energy that has a very specific wavelength or frequency. Some atoms
have energy states which give rise to the emission or absorption of wavelengths
sufficiently low in frequency for electronic counters to count the number of cycles
emitted in a given period of time. Since the emitted wavelength (spectral line)
is at a very precise frequency, this provides, in effect, an extremely stable source
of rf energy.

p. Atomic clocks have been constructed that use a bpam of caesium atoms.
The beam is separated into two components. The component rtnade up of atoms
in the lower of two possible states is passed into a resonant chamber fed by an
oscillator. These atoms absorb energy from the oscillator arid are raised to a higher
state. The atoms which have absorbed energy are deflected into a detector cavity
Upon detection they can be counted very precisely. If the microwave oscillator
varies slightly in frequency, less atoms are deflected into the detection cavity and;
hence, less are counted. Since the output lacks direction of error, the count is
less whether the frequency of the oscillator is high or low. A small amount of
phase modulation is added to the microwave oscillator's output. The phase
modulation can be detected in the output; thus, giving sense to the output. 11J,~
enables the frequency of the oscillator to be controlled precisely.

q. As ground stations become more sophisticated and higher and higher data
rates are encountered, these areas of timing and frequency standards will assnrnF
an increasing importance.
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8-6. ANTENNA SUBSYSTEM.

a. Satellite communications systems require antenna systems which do not
contribute any additional noise to that of the receiver in the overall system. The
Cassegrainian-fed parabolic antenna is one type of antenna design which, because
of negligible side and back lobes, yields good'performance. Other types of antenna
feed systems are also used and are discussed in paragraph 7-4.

b. The Cassegrainian system consists of a hyperbolic surface (subreflector)
mounted between the focus of the parabola and the surface of the parabola. A
typical feed system and antenna are shown in figure 8-27. The reflector is part
of a Cassegrainian system. The feed is mounted near the surface of the parabolic
dish. It radiates energy which is reflected off the hyperbolic surface onto the
parabolic surface and back into a parallel beam. Typical rays are F' (the feed
position), A, A', A", and F', B, B', B". Having the feed at F' allows the receiving
components, such as the paramp, to be mounted near the dishes; this lowers the
losses in the waveguide and the attendant degradation of system performance.
Spurious rays are not reflected off the hyperbolic surface to the side of the dish,
and side lobes and back lobes are kept low.

A:'
/PARABOLIC SURFACE

(PARABOLOID)
HYPERBOLIC SURFACE

(HYPERBOLOID) A

F F

B

B B
CCP105-5-134

Figure 8-27. Typical Cassegrainian parabolic dish and feed system
functional diagram.

8-45



CCP 105-5 15 April 1974

8-7. TRACKING SUBSYSTEM.

a. Whenever reliable communications must be maintained between two fixed
sites via an orbiting satellite, whose relative angular position is changing, some form
of automatic or manual tracking must be employed.

b. Tracking is accomplished by positioning the antenna beam with a
servomechanism so the error signal is minimized.

c. An error signal is generated by causing the antenna beam to bracket
or encircle the target, either in a continuous or discrete pattern, by offsetting the
beam at a slight angle. For a target centered exactly in the pattern, a signal is
produced which will be reduced slightly due to the beam offset angle, but will
be equal for all beam positions and will cause no error signal. If, on the other
hand, the target is not centered an error signal will be produced and will indicate
the direction of the error. The error signal is amplified and applied to the antenna
servomechanism. The servomechanism points the antenna in a direction to reduce
the error signal.

d. In satellite tracking applications, the beams (which are called lobes) are
those of the ground station receiving antenna. The lobes are generated either by
offsetting the receiving horn in a discrete or continuous pattern, or by using three
or more separate horns simultaneously. An example of the single offset horn is
a sequential, or conical-scan system, and an example of simultaneous lobing is the
multiplex horn arrangement called monopulse. Both of these methods, detailed
below, are techniques which have been developed principally for use by tracking
radars, but are almost universally used at satellite tracking stations.

(1) Simultaneous lobing (monopulse and pseudomonopulse).

(a) In the monopulse method, two offset antenna lobes are combined to
measure elevation error and two additional lobes are combined to measure azimuth
error. These lobes are formed by the feed system.

(b) The receive feed system consists of four horns feeding four hybrids
through four receive filters. The transmit feed consists of a feed horn fed through
a cooled transmit filter and a harmonic filter.

(c) The four receive feed horns are arranged around the transmit feed horn
to form the monopluse tracking feed. The arrangement of the four feeds is shown
in figure 8-28. The rf energy picked up by feeds A and B is channeled through
waveguides to hybrid number 1. This hybrid gives two outputs, a sum and a
difference. The sum output is represented by (A + B), the difference by (A-
B). The signals arriving at horns C and D are processed in the same way in hybrid
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number 2, giving a sum output (C + D) and a difference output (C -D). The
sum outputs of hybrids 1 plus 2 is processed in a similar manner in hybrid number
4. The difference outputs of hybrids 1 pius 2 is processed in hybrid number 3.
The difference output of hybrid number 3 is not used, and this output is terminated
in a matched load resistor. The sum signal from hybrid number 3 represents (A
- B) + (C - D) or (A + C) - (B + D), and is used as the azimuth, or X, signal.
This signal is zero when the rf energy source is midway between lines drawn through
AC and BID. The difference output of hybrid number 4 is similarly (A + B)-
(C + D) and is used as an elevation, or Z, tracking signal. The sum output of
hybrid number 4 is the sum signal A + B + C + D, and is used as a reference
for tracking and as the communications signal. If plots are made of the voltages
at the outputs of the hybrids, two types of pattern occur. These are shown in
figure 8-29. They are commonly called sum and difference patterns. The sum output
of hybrid number 4 will yield a sum pattern. The difference output of hybrid
number 4, the elevation output, will yield a sum pattern if the antenna is swung
in azimuth, but a difference pattern if swung in elevation. The sharp changes in
amplitude, of the difference signals near the axis of the pattern, are used to generate
the error signals in the amplitude monopluse tracker. These error signals are used
to drive the antenna servomechanism to a zero error position; the desired antenna
pointing direction.

(2) Sequential lobing (conical scan).

(a) In contrast to monopulse, where multiple stationary lobes are used, the
conical scan technique uses a single offset lobe, which is caused to rotate
symmetrically about a centerline in space as shown in figure 8-30. One of the
simplest methods for generating the conidal scan pattern is to use a parabolic
antenna with an offset feed, which can be rotated about the centerline of the
reflector. If the feed maintains the same plane of polarization as it rotates it uses
a flexible coupler. Otherwise, it is called a rotating feed and requires a rotary
coupler.

(b) The error signal in the conical scan method results from the apparent
amplitude modulation of the signal as the lobe is rotated about the centerline.
This can be visualized by extending the monopulse pattern from four to an infinite
number of lobes. The resulting pattern viewed from the satellite would be a circle
with its center on the centerline (fig. 8-31). The instantaneous lobe pattern would
appear as a single lobe, rotating inside of the larger circle at a rate equal to the
conical scan frequency. The beacon signal will be modulated at the conical scan
frequency. The amplitude of the modulation would depend on the position of
the beacon in the pattern for a given offset angle.

(c) If the beacon signal appeared on the centerline, point A of figure 8-31
would be zero modulation, since the centerline appears at a point of constant
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Figure 8-29. Typical monopulse system beam pattern.
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Figure 8-30. Conical scan technique representation.
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Figure 8-31. Conical scan lobe pattern.

signal. That is, the rotating lobe always has its circumference touching the
centerline. If the beacon signal appeared elsewhere; for example at point B, the
received beacon signal would increase and then decrease in a sine wave manner
at the scan-frequency rate as the lobe swept past the beacon (this generates the
modulation). The phase of the modulation generated depends on the direction of
the angle from the beacon to the centerline. A typical conical scan modulation
would appear as in figure 8-32.

(d) A block diagram of a typical conical scan tracking system is shown in
figure 8-33. The conical scan modulation is extracted from the beacon signal in
a conventional receiver; that is, a mixer, an IF amplifier, and an amplitude detector.
After filtering to remove all but the scan frequency, the modulation is applied
to two phase-sensitive error detectors. The error detectors have as their reference
a phase-shifted version of the scan frequency, with the azimuth channel 90 degrees
out of phase with the elevation channel (fig. 8-32). The.output of these detectors
will be a dc voltage depending on the phase relationship between the reference
and the modulation.

(e) To be specific, the output of the azimuth error detector is a dc voltage
proportional to the magnitude of the modulation times the cosine of the phase
difference angle, 0, between the modulation and the azimuth reference generator.
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Figure 8-32. Conical scan modulation waveforms.

Since the magnitude of the modulation is proportional to the angle, OT, that the
beacon makes with the centerline:

azimuth-error signal - KOTCOSOD (8.1)

where K is the proportional constant

Likewise:

elevation-error signal = KOTsinoD

These azimuth and elevation error signals are applied to their respective drive motors
to position the antenna for zero error signal.
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8-8. CONTROL SYSTEMS.

a. General.

(1) Throughout a communication satellite ground station there are many
functions and devices that must be remotely controlled and many indicating devices
that must be remotely displayed. The most significant and important of the
remotely controlled devices is the large antenna associated with each communication
satellite terminal. The size of the dish (as large as 60 feet), coupled with the high
frequencies used, results in an antenna beamwidth on the order of one-tenth of
a degree. To minimize any loss of signal due to pointing error, the antenna must
be remotely controlled to point with an error of even less than the beamwidth
of one-tenth of a degree.

(2) A control system is an arrangement of physical components connected
or related in such a manner as to command, direct, or regulate itself or another
system.

(3) Automatic control devices of one kind or another have been used by
man for hundreds of years, and descriptions of early control systems can be found
in literature at least as far back as the time of Leonardo da Vinci. The accumulated
knowledge and experience that comprise the present-day science of control system
design received a great initial impulse from the work of Nicholas Minorsky on
Directional Stability of Automatically Steered Bodies, in 1922, and the work of
H. L. Hagen, in 1934, on the Theory of Servomechanisms. These papers contained
mathematical analyses based on the direct study of solutions to the differential
equation. This approach to the design problem was the only one available for many
years, and was used to great advantage by designers of control systems. In 1932,
Harry Nyquist published a procedure for studying the stability of feedback
amplifiers by the use of steady-state techniques.

(4) World War 11 created a great demand for high performance control
systems. The demands of military security, however, restricted the dissemination
of this valuable information for general use in the field. It was during this time
that A. C. Hall published (for restricted use) The Analysis and Synthesis of Linear
Servomnechanisms (1943). This article gave a comprehensive approach to the
steady-state analysis of stability and popularized the name "transfer-locus method"
for this approach.

(5) Y. W. Lee and Norbert Wiener jointly described the fundamental
relationships of the transfer functions for a large class of physical systems. H. W.
Bode app lied, in great detail, these basic relationships to the design of electrical

networks and feedback amplifiers. All of these contributions have made possible
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the advanced state-of-the-art that exists in the design and implementation of today's
control systems.

b. Control System Basics.

(1) Examples of control systems exist everywhere in our daily life. A common
control system would be a thermostatically controlled home heating system. A
person sets the input to the system, which is the desired temperature setting of
the thermostat. The thermostat compares this reference temperature with the actual
temperature in the room. When the room temperature drops below the reference
setting a heating unit is turned on. When the room temperature goes above the
reference the heating unit is turned off.

(2) The two types of control systems are open loop and closed loop (fig.
8-34). In a closed loop system the control action is dependent in some way on
the output. An open loop system has a control action independent of the output.
The thermostat is an example of a closed loop system. The control action of turning
on the heating system is dependent on the system output, which is the actual
temperature of the room.

(3) Closed loop systems are also called feedback systems. Some of the output
is fed back to affect the control action. Feedback can be defined as a property
which permits the system output to be compared with the system input, or some
internal parameter of the system, so that an appropriate control action may be
performed.

c. Control System Functional Elements. Any control system, whether open
loop or closed loop, can be generalized into four fundamental elements. Generalized
open and closed loop systems are shown in figure 8-34.

(1) Reference input. The reference input is an external signal applied to the
central system. It is used to command a specific action from the plant. In many
cases, the input must be converted from one form of energy to another. The
thermostat setting is the reference input.

(2) Control elements. These components take the input reference and the
feedback signal and generate an appropriate signal to be applied to the plant. Going
to our example, the bimetallic strip in the thermostat generates the on or off
signal which is applied to the heating system.

(3) Plan t.

(a) The plant, or the system to be controlled, is a process, machine, or other
physical body. Some quantity or condition of the plant is to be controlled. For
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Figure 8-34. Generalized control systems block diagram.
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this example the plant is the room to be heated. The temperature is the particular
condition of the plant to be controlled.

(b) A disturbance is an undesired input to the plant. It could be anything
that causes the room temperature to change. An example would be an open window
on a cold day. This disturbance would lower room temperature and the thermostat
would compensate for it.

(4) Feedback elements.

(a) These are the components that take the output and modify it for the
input side of the control system. Again, the feedback elements may have to convert
the output to another form of energy. In the thermostat example, the feedback
is accomplished by the room temperature acting on the bimetallic strip. The strip
converts the room temperature (thermal energy) back to mechanical position, so
that the room temperature may be compared with the reference temperature set
by the thermostat.

(b) The design of the feedback elements is the most critical in the system.
The feedback should be a stabilizing factor, so that the controlled output always
reaches the desired value. Much analysis goes into the design of a control system
to ensure system stability under all conditions.

d. Servomechanisms.

(1) A servomechanism is a special form of control system. It can be defined
as a power amplifying feedback control system in which the controlled output
is mechanical position, velocity, or acceleration.

(2) In satellite terminals, an important servomechanism is the antenna

pointing system.

e. Positional and Velocity Tracking

(1) In the application of servomechanisms to tracking units a number of
techniques are in common usage. Among these are two basic techniques which
reflect the type of servosystem being used. These are manual tracking and aided
tracking. In manual tracking, the operator can be considered as a part of a servoloop.K. The operator observes the misalignment (serves as the error detector) between a
telescope and the target, and turns a handwheel in the direction that tends to
reduce this misalignment. The handwheel drives the tracking unit which in turn
positions the telescope and closes the feedback loop.
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(2) In the simplest type of manual tracking system the operator is the only
power source in the closed loop. In more complex systems, where torque
amplification requires the use of a driving motor, the operator becomes analogous
to a secondary servomotor. Limitation on the speed and torque available apply
to both the power motor and the human operator; in addition, the performance
of the operator is governed by conditions of fatigue, and mental and physical
comfort. It is characteristic of operators that there is a time lag between the instant
when an error is observed and the instant when corrective action is started.

(3) As in any servosystem, in order to obtain good performance the loop
must have high gain and stability. The equalization is achieved by the judicious
choice of the available parameters; the handwheel ratio, the optical magnification,
and the tracking time constants.

(4) Aided tracking is a combination of positional and velocity tracking. In
pure positional (or displacement) tracking, the operator has a direct connection,
either mechanically or electrically, with the controlled member. In tracking a target,
moving at a constant angular rate, the operator must turn his handwheel at a
constant rate. If he is lagging the target, he will turn faster until the error is
corrected; if he is leading the target, he will turn more slowly.

(5) In pure velocity tracking, it is the speed of the output that is determined
by the position of the input handwheel. In tracking a target, moving at a constant
rate, the handwheel need not be turned after the proper adjustment has been made.

(6) When these two types of tracking are combined an error in rate and
the resulting displacement error are corrected simultaneously; a change in the
handwheel position changes the rate of motion of the output, at the same time
that the displacement error is corrected. Thus, aided tracking makes use of velocity
servos and positional servos.

f. Basic Position Servosystem.

(1) To demonstrate the principles of a basic position servosystem (fig. 8-35),
consider the following example. Assume that the control device is a crank, or a
handwheel, and the load is an antenna. The handwheel is connected to a synchro
generator and the antenna to a control transformer. The stator windings of the
generator and control transformer are connected electrically. The output of the
control transformer is an ac voltage that depends on the relative shaft position
for magnitude and phase. There is no output when the shafts are in the same
position and; accordingly, no output from the amplifying device or control
amplifier. Hence, the servomotor does not turn and the antenna remains stationary.
To change the position of the antenna merely turn the handwheel to the desired
position. This produces an error voltage in the control transformer. This voltage
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Figure 8-35. Basic position servosystem block diagram.

is rectified and increased in magnitude by the control amplifier and applied to
the servomotor, causing it to turn the antenna to the desired position.

(2) The synchro generator and control transformer may be inter.-hanged in
position; however, such interchanging necessitates switching five elect.cal leads
from one position to the other and gives no advantages. If the control device rotates
continuously in one direction, the servemotor will rotate in the same direction
at the same rate but with a small angle of lag. Remember that an error voltage
is necessary before torque is developed. The greater the torque required, the greater
the angle of lag.

g. Control Amplifier.

(1) The control amplifier takes the error signal, developed by the control
transformer, and amplifies its power level to the high power levels necessary to
drive the servomotor.

(2) The amplifier can be a mechanical device, such as the amplidyne, or
an electronic device using thyristors or silicon controlled rectifiers.

h. Servomotor.

(1) An ac motor, being inherently a constant speed device, is not suitable
for use with most servomechanisms and; therefore, a dc motor is usually preferred.
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There are two methods of controlling the speed and direction of rotation of the
dc motor; controlling the voltage applied to the field coils and controlling the
armature voltage. Controlling the field voltage permits control of speed from a
certain minimum speed upward only. However, reduction of the motor speed to
zero is necessary at times; hence, the control in the servosystem is always
accomplished by use of the armature current.

(2) Servomotors operate with constant fields. The field is supplied either
by permanent magnets or by dc applied to the field coils. The method of applying
dc voltage to the field coils is wasteful of power, since power is consumed even
when the motor is not turning. In addition, the design of the equipment is much
more complicated than the permanent magnet arrangement. For this reason, the
permanent magnet is more widely used.

(3) One problem in the use of permanent magnets is the danger of their
demagnetization by the field, set up by current flow in the armawre. This is
overcome by the inclusion of a special compensating winding that is connected
in series with the armature and wound in the opposite direction. A compensating
field is set up by the flow of current through this winding. Since the current
in the compensating winding varies with the armature current, the compensating
field balances out the armature current and protects the permanent magnets.

i. Synchro Generator.

(1) This unit, sometimes referred to as a synchro trar.,mitter, consists of
a rotor which carries a single winding and a stator made up of three windings
displaced 120 degrees. The rotor is supplied from an ac source and is usually
coupled, either directly or through gears, to the controlling shaft.

(2) The voltages induced in the stator winding, as a result of the alternating
field set up by the rotor windings, are representative of the angular position of

1 the rotor at any time.

j. Control Transformer.

(1) Synchros cause two shafts to rotate in synchronism and produce an error
voltage that indicates the difference in position of two shafts. The synchronous
generator and motor are used for the express purpose of establishing synchronism.
For the purpose of producing error voltages, a type of synchro, known as the
cc, trol transformer, is used in conjunction with the synchro generator. The
generator and the transformer have their shafts connected to a load. The voltage,
induced in the rotor of the control transformer, results in a voltage whose magnitude
and polarity depends on the relative position of the two shafts.
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(2) The stator of the transformer is similar to that of the generator, with
the stator current being determined by the impedance of the stator's windings,
and being practically independent of the rotor's position. All of the rotor windings
are in series, with their external connections completed through two slip rings and
brushes. The shaft is always connected to a load .making an oscillation damper
unnecessary.

k. Measurement of Error.

(1) Among the components necessary to a closed loop system are those
devices which measure the difference between the actual output and the desired
output: It is important that this difference, or error, be presented in a manner
compatible with the other components in the control system. Thus, the location
of equipment, as well as the physical type of error signal and its transmission
are important. For example, a mechanical differential is rarely used as a device
to obtain the difference between the actual output and the desired output, because
it is often impractical to realize these two quantities as physically adjacent shaft
rotations.

(2) Any error-measuring system selected must possess an inherent accuracy
greater than that required of the overall ioop. Often, the static accuracy and the
dynamic accuracy of the system must be examined. Many error-measuring devices
produce noise of such a nature that the component frequencies are proportional
to the rate of change of the input and output quantities. The response of the
loop to this noise must be considered.

(3) In addition to such noise, error-measuring systems using ac voltages
commonly have present in the final voltage not only a voltage proportional to
the error (with a fixed phase shift from the excitation voltage), but also a voltage
proportional to the rate of error. Harmonics of both voltages are usually present.

a, The phase shift of the error voltage, if constant for the class of device, is niot
a serious problem, but must be considered in the design of the other components.

(4) The components of the error-measuring system must be strong enough
to fulfill their functions for a sufficient length of time to withstand the velocities
and accelerations of the variables being transmitted and operate at the temperatures
expected. Because of the ease with which their signals may be transmitted and
the resultant freedom in the placement of the equipment, electrical synchro devices
have had a wide application as error-measuring devices.

(5) In the satellite tracking system the positioning of the antenna is
accomplished by using the azimuth and elevation error signals, which are derived
from the tracking receivers. The error-signal voltage from the output of the receiver
is fed into an antenna-error servoloop. The signal is demodulated and amplified
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to activate a motor, which drives a differential control transmitter and a synchro
control transmitter (via a power servo). These control transmitters, in turn, control
the positioning of the antenna through another servoloop. The measurement and
use of the azimuth and elevation error signals is one of the primary examples
of the application of servo theory and servomnechanisms in the satellite
communications system.

(6) The error-measuring system selected must possess an inherent accuracy
greater than that required of the overall loop. This is one of the reasons why
ground station antennas will frequently use a digital readout device as a part of
the servoloop during the acquisition phase. A digital readout is obtained by
attaching a code wheel to one of the antenna shafts. A code wheel is a device
that is marked, or engraved, in some sort of a sequence. If one looks at the code
wheel through a narrow slit, a different arrangement of the markings will appear
for different positions of the code wheel. It is possible; therefore, to scan along
the slit with some optically sensitive device such as a photocell and produce a
series of pulses arranged in a code form which will vary with the shaft position.
This gives a highly accurate digital readout which can be fed into a digital computer
and compared with the signal that directed the antenna. If they are different, the
computer can generate an error signal to turn the antenna in the direction necessary
to reduce the error. During the acquisition phase the signals to direct the antenna
will normally be derived from a tape that contains the computed path of the satellite
in digital form. Once the satellite is acquired, the tracking receivers will generate
the error signals and the acquisition loop is disengaged.
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CHAPTER 9

SOLID STATE TECHNIQUES

9-1. GENERAL.

a. Solid state electronics is the name applied to a general class of electronic
devices that are characterized by the use of materials which are neither conductors
nor insulators, but fall into a group somewhere between the two extremes and
are called semiconductors. Semiconductors are not a new development and have
been used for years as rectifiers and signal detectors in crystal radios. With the
birth of the atomic age in the early forties, increased interest in the physical
properties of elements brought about a union between solid state physics and the
field of electronics. One outcome of this union was the invention of the transistor,
a solid state device that could be made to amplify signals.

b. In 1948, Bardeen and Brattain, of the Bell' Telephone Laboratories,
announced the discovery of the transistor and revolutionized the electronics
industry. The supremacy of the vacuum tube was destined to be toppled by the
growth of the transistor's popularity. Since the transistor is smaller, simpler, more
efficient, longer lived, and more rugged than a vacuum tube, a whole new field
of electronics was opened. This is the field of solid state electronics.

c. The transistor and other solid state devices have made possible the
present-day electronic age, with its computers, space vehicles, and high-speed data
communications. There are examples on every hand of how the state-of-the-art
has been advanced with the advent of solid state electronics. Being relatively small,
semiconductor devices lend themselves to miniaturization techniques that result
in compact and lighter equipment. This is a primary requirement for components
designed for use in satellites.

d. One of the few drawbacks to the use of semiconductor devices has been
their low power outputs. For many applications low power levels are sufficient,
but for many i-f applications high powers are required. In the high power area
thermionic devices are still widely used. The heat and frequency limitations of
solid state devices have been virtually eliminated. The use of silicon in place of
germanium has increased the temperature range of devices, and new fabrication
techniques have pushed the operational range of transistors into the uhf range.
Bulk effect devices, such as the Gunn diode, have been used up into the gigahertz
range.
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9-2. INTRODUCTION TO THE ATOM.

a. In order to understand the workings of solid state devices, one must
be familiar with the basic concept of atomic structures. It is generally accepted
as fact that all matter is made up of many atoms, which are joined in a complex
structure. The atom is made up of a nucleus and one or more electrons, which
revolve or orbit around the nucleus. The number of particles in this nucleus, the
atom's weight, the number of electrons in orbit, and the electrical charge in the
nucleus, vary in different elements and are the basic differences which distinguish
one element from another.

b. The nucleus of an atom consists of protons and neutrons surrounded
by a sufficient number of planetary electrons to maintain the atom's electrical
neutrality. A proton has a charge of +q, an electron a charge of-q, and a neutron
has a zero charge (q =(1.6)10-19 coulomb). The atom also contains subatomic
particles such as positrons, neutrinos, and mesons. For an analysis of semiconductor
electrical properties, considering only the protons, electrons, and neutrons is
sufficient.

C. A diagram of a normal hydrogen atom which consists of a nucleus
containing one proton with a charge of +q, and a planetary electron with a charge
of -q is shown in part A of figure 9-1. Notice that the normal hydrogen atom
does not contain any neutrons. Part B of figure 9-1 shows a helium atom. A helium
atom has a nucleus containing two protons; hence, an electrical charge totaling
+2q, two neutrons with zero charge and two planetary electrons with an electrical
charge totaling -2q. Since these two sets- of electrical charges are of opposite
polarity, the total electrical charge of the atom is zero making the atom electrically
neutral.

d. The atoms of different elements have characteristics whi~ti make each

atom different from the atoms of every other element. In addition to the diagramsI
representing the hydrogen and helium atoms, figure 9-1 contains some additional
data which describes these differences.

e. First, there is the atomic weight. The atomic weight of an atom is defined
as the weight of the atom relative to the weight of an oxygen atom. Referring
to a table of atomic weights, hydrogen has an atomic weight of 1.008. The atomic
weight of an oxygen atom has been taken as 16. Using this as a basis, and since
the atomic weight of hydrogen is approximately one, the hydrogen atom is
approximately 1/16 the weight of oxygen. As a further example, the atomic weight
of sulphur is given as 32.06 which is approximately twice the weight of oxygen.

f. The second item of descriptive data is the atomic number. The atomic
number of an atom is defined as the number of positive charges in the nucleus.
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Figure 9-1. Schematic diagrams of hydrogen and helium atoms.

In the case of hydrogen the nucleus has one proton; therefore, the atomic number
is 1. Similarly, helium with two protons has an atomic number of 2.

g. The third descriptive characteristic is the valence of the atom. Valence
can be shown to be the number of electrons in the atom that are available for
bonding with other atoms. Two common types of bonding are ionic, where electrons
are transferred from one atom to another, and covalent, where electrons are shared
in common by the atoms.
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h. A schematic diagram of a carbon atom is illustrated in figu re 9-2. It
can be seen that this is a more complex atom than the hydrogen atom. Note
that the electrons are distributed in two rings around the nucleus. This is an
important observation because the distribution of electrons in each of the rings
is not a random distribution, but governed by the principal energy state, which
is designated by the letter N and is called the principal quantum number. For
a given principal energy state there is a maximum number of electrons which can
exist. For example, in the state specified as N = 1, as in helium, the first ring
can contain a maximum of two electrons. For N = 2, as in carbon, the second
ring can contain a maximum of eight electrons.

i. An example of how quantum states affect valence can be seen by looking
at the hydrogen and carbon atoms. The principal quantum number for hydrogen
is N = 1, permitting a maximum of two electrons in the first ring. But looking
at part A of figure 9-1 we see that the hydrogen atom has only one planetary
electron. Since two are permitted the hydrogen atom can combine with one more
hydrogen atom making a hydrogen molecule and this ability is called the atom's
valence. The carbon atom's (fig. 9-2) valence is 4. Since only four electrons occupy
the second ring, there is room for four more and the carbon atom readily combines
with other atomic structures. Other elements (such as helium) which have a valence
of zero and contain the maximum number of electrons stated by the principal
quantum number, do not react under normal conditions. Elements of this nature
are called inert.

j. Atoms which do not have complete outer rings can combine chemically.
All elements try to complete their outer rings. As an example, an atom of hydrogen
will strive to combine with other atoms in order to complete the rings. In molecular
hydrogen the atoms are bonded together each sharing the other's electrons, which
satisfies the principal energy state. The hydrogen molecule (H-2) is a stable gas.

I1ST RING .

(N=i)

/ / ATOMIC WT. 12.01
+6E ' ATOMIC NO.

to / VALENCE 4

2N IG\',/// ELECTRONS 6
(N=2)NG \10 0 PROTONS 6

NEUTRONS 6

CCP 105-5-141

Figure 9-2. Carbon atom schematic diagram.
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9-3. INSULATORS, SEMICONDUCTORS, AND CONDUCTORS.

a. Under the proper conditions the carbon atom will join other carbon atoms

in a covalent bond arrangement to form a crystal structure. In the covalent bond
each carbon atom will share its electrons with four neighbors so that the N =
2 energy state is filled. A diamond crystal arrangement results in strong bonds

between atoms that leaves no electrons available for conduction. In all insulators
most of the electrons remain bound to the constituent atoms. This means that
insulators will have no appreciable electrical conductivity since very few charges
are able to move through the material.

b. For good conductors, the number of free electrons is very high. In most
metals each atom supplies one free electron for bonding. This puts the number
of free electrons per cubic centimeter at about 1023. Since these electrons are
shared by all the atoms, they are free to wander throughout the substance. This
allows the material to conduct easily when an electric field is applied.

c. Semiconductors fall somewhere between the extremes of insulator and
conductor. Typically, the resistivity of a sem;conductor of standard cross-section
and length ranges from 10-4 to 109 ohm/cm. In comparison an insulator will have
a resistivity range of 109 to 1025 ohm/cm and a conductor a resistivity of 10-5

ohm/cm. The structure of a germanium crystal (resembles silicon crystal) is the
same as the diamond structure of crystaline carbon. Both have four valence electrons
in the outer shell, but these electrons are not bound as tightly as in the carbon
crystal. In carbon the valence electrons are in the second ring (shell); in silicon
the valence electrons are in the third shell, and in germanium the valence electrons
are in the fourth shell. Because the valence electrons in silicon and germanium
are farther from the nucleus, they are not bound as tightly to the atom. This
allows the semiconductor to have a moderate amount of electrons available for
conduction.

9-4. ELECTRONS AND HOLES.

a. The study of semiconductors reveals two types of carriers, electrons and
holes. Carriers are charged particles that can be moved to change the electrical
state of a material. The movement of electrons and holes imparts heat through
thermal energy to a valence electron and causes break-away from the valence band.
The free electron is now available for conduction. The motion of the electron
creates a Vacancy in the valence band which is called a hole and has a positive
charge. The process of generating electron-hole pairs is continuous because electrons
and holes recombine by a mechanism similar to their generation.

b. When an electron is raised to the conduction band (valence band) it leaves
a vacancy which can be filled with an electron from an adjacent atom, which
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develops a hole in its structure. This motion has the effect of the hole moving
from one atom to another. The resultant effect is as though a positive charge
moves across the semiconductor to the external lead. One electron flows from
the lead to neutralize the hole. Thus, a hole can move across a valence band by
a replacement process. When holes are present in the valence band, electrons can
change their energy state and conduction is possible by hole movement. Also,
electrons in the conduction band can change their energy state and conduction
is also possible by electron movement. Therefore, conduction within a
semiconductor is caused by movement of positive (hole) and negative (electron)
carriers.

C. To summarize this concept, when an electron moves from one point to
another in order to fill a hole in the valence structure, the net effect is the
movement of a positive charge in the opposite direction. However, when an electron
moves from one point to another without filling a hole, the net effect is the
movement of a negative charge in the same direction as the electron motion.

9-5. SEMICONDUCTORS WITH IMPURITIES ADDED.

a. The crystal structure of certain elements can be modified to the extent
that their characteristics can be changed for some particular application. In the
case of semiconductors, we do this by adding impurities to the crystal structure.
An intrinsic semiconductor is one to which no impurity has been added.

b. When the semiconductor has been doped with impurities, conduction
takes place primarily by one type of carrier. When there are more holes, the holes
are called the majority carrier and the electrons the minority carrier. If there are
more electrons, the electrons are the majority carrier and the holes are the minority
carrier.

C. Two common types of impurities are arsenic and gallium. They are added
1 to the semiconductor crystal during manufacture to produce an abundance of either

electron or hole carriers.

d. Germanium and arsenic have atomic numbers of 32 and 33, respectively.
When arsenic goes into a covalent bond with germanium, one electron of each
arsenic atom is not included in the covalent bond. This group of loosely bound
electrons is available for conduction; thereby, providing a large number of electron
carriers.

e. When gallium, with an atomic number of 31, goes into a covalent bond
with germanium, there is one covalent bond which is not complete. This provides

a vacancy into which an electron from the valence band can move; thus, providing
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an excess of holes available for conduction. Electrons try to fill the valence band
of the gallium atoms and leave a large group of hole carriers.

f. The impurity material that is added to semiconductors to create a
majority of electron carriers is called a donor impurity, and the extrinsic material
which results is called N type. The impurity material that is added to
semiconductors to create a majority of hole carriers is called an acceptor impurity,
and the extrinsic material which results is called P type. Materials suitable as
acceptors are boron, aluminum, gallium, and indium. Materials suitable as donors
are phosphorus, arsenic, antimony, and bismuth.

9-6. PN JUNCTION.

a. A PN junction is made up of P and N type semiconductor material.
The manufacture of a junction is a complex procedure; however, for simplicity
th is discussion will assume that the P and N materials can be brought together
to form a PN junction. The width of the semiconductors is the same in each case.
The number of electrons in the N type material is equal to the number of holes

in the P type material. Each material is electrically neutral.

b. When the materials are brought into contact to form a PN junction, a
concentration gradient of electrons and holes exists. More holes are located at one
end and more electrons at the other end. Since the semiconductor will strive for
a neutral condition, a process of diffusion starts. This is much like the action
which occurs when ink is poured into a glass of water. The holes diffuse from
the P material into the N material, and the electrons diffuse from the N material
into the P material. Therefore, an initial diffusion current is flowing as a result
of unequal concentrations between the P and N materials.

C. This process continues until the donors and acceptors near the junction
U~. have lost their compensating carriers and a potential barrier is set up, which tends

to oppose any further diffusion currents. Thus, an equilibrium condition is reached
wherein current across the junction is zero. Since some of the majority carriers
(electrons in N type and holes in the P type) have been effectively cancelled, the
semiconductor materials at the junction assume a positive charge in the N type
and a negative charge in the P type.

d. It has been stated that each material is electrically neutral and the
majority carriers were equally distributed throughout the material. This is no longer
true as a junction has been formed. The electrons in the N material are repelled
from the junction by the negative charge in the P material and the holes are repelled
by the positive charge of the N material. These majority carriers maintain a position
away from the junction. In order for further conduction to take place an electron

9-7



CCP 105-5 15 April 1974

or hole carrier must acquire sufficient energy to climb this barrier. This energy
may come from radiation in the form of heat, light, X-ray, battery, or power

P suppl.

e. Assume that a battery has been connected across a PN junction in such
a manner that the voltage aids the movement of carriers across the potential barrier.
This is called forward bias. To obtain forward bias connect the negative side of
the battery to the N type material and the positive side of the battery to the
P type material.

f. Figure 9-3 illustrates a PN junction to which a battery has been connected
to apply forward bias. Since the battery is connected with the negative pole to
the N terminal, and positive to the P terminal, it adds energy to the majority
carriers and assists them across the barrier. Thus, we have a current flow across
the junction which will result in a current flow in the external circuit.

g. If we change the battery connections, so the negative side of the battery
is connected to the P terminal and the positive side is connected to the N terminal,
we will increase the barrier; thus, pulling the carriers further away from the junction.
This is called a reverse bias and no current flows in the circuit.

h. If the battery is replaced with an ac signal, rectifier action results. That
is, during the positive half cycle, when the voltage forward biases the junction
current will flow in the circuit. During the negative half of the cycle the voltage
polarity is reversed and no current flows in the circuit. Therefore, we have current
flow in one direction and have effectively converted ac to a pulsating dc: voltage.
This process is called rectification.

i. Figure 9-4 shows the input and output waveforms of a PN junction diode
circuit.

9-7. JUNCTION TRANSISTOR.

a. The action of a simple PN junction has been discussed and this concept
shall he used to explain the transistor action which makes this solid state device
Useful.

b . A junction transistor is made up of two PN junctions. In order to make
a transistor, one element of each junction must be shared in common. To further
explain this phenomenon assume that there are two PN junctions as shown in
figure 9-5.

C. If connected back-to-back, they will not yield any transistor action. If
constructed in the manner shown in figure 9-6 (a common element), we have a
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CCP105-5-142

Figure 9-3. Forward biased PN junction
functional diagram.

INPUT
oC

PULSATING
dc

CCP105-5-143

Figure 9-4. Input and output voltage waveforms
half-wave rectification.
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DIODE 1 DIODE 2

P N N P

CCP105-5-55

Figure 9-5. Two diodes connected back-to-ba~k functional diagram.

COMMON ELEMENT
t

P N P

CCP105-5-144

Figure 9-6. Two diodes with common elements functional diagram.

transistor which is capable of amplifying a signal. In practice, the common element
can be either P or N type material.

d. Figure 9-7 shows the schematic representation for a PNP transistor. The
common element (base electrode) is shown as a vertical line, intersected by a
horizontal line. The emitter electrode, shown on the left, is for P type material
and is represented by a diagonal with an arrowhead into the base.

e. The collector electrode (second P type material) is shown as a diagonal
line which intersects the base at an angle, and in figure 9-7 appears on the right
side of the schematic. Regardless of the attitude in which it is drawn, the diagonal
with the arrowhead is always the emitter electrode and diagonal without the
arrowhead is always the collector electrode.

f. Voltage can be measured as a difference of potential between two points.
To signify these points, a sign convention has been adopted for specifying the
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Figui e 9-7. PNP transistor symbol.

polarity of bias, signal potential-, and current at the electrodes of a transistor.
Figure 9-8 illustrates these symbols and the areas they refer to as related to the
example.

g. Note that uppercase I and V are used for dc values, and lower case i
and v are used for time varying (TVNG) currents and voltages. To obtain
amplification, the transistor must be connected in a circuit and biased. Forward
bias of the emitter-base junction and reverse bias of the collector-base junction
is shown in figure 9-9.

h. In this typical transistor circuit, holes are diffused through the base from
emitter to collector. The emitter-to-base resistance is very small in comparison to
the 3-kilohm series resistor; therefore, the emitter current IE can be calculated
by Ohm's law: IE = E/R = 3/3000 = 0.001 ampere, or a 1-milliarnpere (mA) current.
Notice that the collector current is approximately the same value. The difference
is the base current, which is caused by a number of holes being filled by electrons
in the N material. The collector circuit contains a 10-kilohm load resistor.

i. Using Ohm's law the voltage across the 10-kilohm resistor is 0.00099
x 10,000 = 9.9 volts. Since the battery is connected opposing this voltage Vce
is -10.1 volts.

j. When an ac signal source is added to the emitter input and varies the
emitter current plus and minus 0.5 mA, the following action occurs. As IE is
increased to 1.5 mA, Ic will increase to 1.48 mA, and as IE is decreased to a
0.5 mA, Ic will follow to 0.5 mA.

k. Since the input circuit (emitter) is of low impedance and the output
circuit (collector) is a high impedance circuit, a voltage gain and a power gain
is achieved by the transistor circuit. This gain is termed transistor action and can
be defined as the ability of the emitter current to control the current in the
collector.
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Figure 9-8. Current and voltage conventions
for PNP transistors.
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Figure 9-9. PNP transistor with collector and emitter biased

fuinctional diagram.

9-8. TRANSISTORS.

a. There are many models used today to explain the operation of
semiconductors. The theory has been simplified by omitting the mathematical
analyses and reducing the technical language to common words. However, in this
section a semitechnical analysis is necessary to explain the workings of a transistor.

b. Once thermal equilibrium has been achieved in a junction no further
carrier motion exists, unless energy from an external source is applied.

c. Figure 9-10 shows two energy level curves for the majority carriers
(electrons) in an NPN transistor. Curve A shows the energy levels at thermnil
equilibrium. In order for electrons to exist in the P material, they must have ,
much higher energy level; whereas, electrons can exist in the N material at a lowver
energy level. Therefore, electrons must climb a potential "hill" in order to re un
the P material and, as a result, the P material contains few electrons. In this state,
no current flows across either the emitter or collector junctions, since the enrt
barrier effectively prevents the carriers in the N material from passing into the
P material.

d. The B curve, in figure 9-10, shows the energy distribution across 6
normally biased transistor; that is, one with orward bias across the emitter baste
junction an(! reverse bias across the collector-base junction. Note that the differenfic
in potential energy across the emitter-base junction is much less now than in th,
thermal equilibrium state. In this biased condition, a small increase in V, 11
(emitter-to-base voltage) would cause the carriers to break across the bar'ier -Ito
the P material. With an abundance of electrons flowing into the base material
let us look at the collector N material and see how how these electrons an
transferred across the collector-base junction.
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Figure 9-10. Energy level curves of NPN transistor.
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e. The collector-base junction is reverse biased. This can be seen by the
larger difference in energy across the junction. However, the application of reverse
bias causes the N material to become highly positive, creating a strong attraction
for negative carriers. As a result of this attraction nearly all the electrons from
the emitter are pulled to the collector and are replaced by electrons from the
external circuit. A very small number of holes are neutralized in the base material
and cause a base current to flow, which is in the order of one percent of the
total emitter current.

f. Therefore, it can be stated that IE = lB + I C. That is, the total current
from the emitter equals the base current plus the collector current. From this
it is determined that the collector current will be slightly less than the emitter
current. The transistor data sheets issued by the manufacturers for individual
transistors will refer to emitter-to-col lector current gain. This is signified by the
Greek letter alpha ((x ) and is less than one. The value of alpha for junction
transistors is in the order of 0,95 to 0.998. For example, if the alpha of a given
transistor is 0.95, and the emitter current is 10 mA, the collector current is 10
X 0.95 or 9.5 mA. It follows that the remainder of the emitter current must
appear in the base circuit; therefore, 10 -9.5 = 0.5 mA, the base current in this
hypothetical case.

(j. Since an ordinary transistor has three electrodes, there are three possible
ways of connecting it into a circuit. In previous discussion the base has been
common to the emitter and collector circuits. This is called, appropriately, the
common base circuit and is shown in part A of figure 9-11. This configuration
has a low input impedance and the phase of the signal remains unchanged. This
circuit is very much like a grounded grid vacuum tube circuit.

h. Part B of figure 9-1 1 is a schematic of a common emitter transistor
amplifier. Its vacuum tube counterpart is the grounded cathode amplifier. Like

a,..-its counterpart, the common emitter amplifier, it is the most commonly used circuit
in everyday practice. It requires only one battery supply if the proper emitter
resistor is chosen and the input and output impedances are of medium value. In
operation, the input signal is applied between the base and emitter and the output
is taken from the collector-to-emitter circuit. The direction of current flow in the
collector circuit is from the positive side of the battery through the transistor
and through the load resistor, as shown. This results in a dc voltage across RL,
which is negative at the bottom. When a positive input signal is applied to the
base, it will oppose the base-to-emitter bias. Because of this action, the hole current
is reduced and the current in the output circuit is reduced. When the input signal
goes negative, the opposite effect takes place and the output signal increases;- the
input signal is amplified at the output, but is of opposite polarity. This condition
is called a 180-degree phase reversal and is also a characteristic of vacuum tube
grounded cathode amplifiers.
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Figure 9-11. Three common transistor amplifier circuits schematic diagram.

i. Following the same line of reasoning for the common collector circuit
(part C of fig. 9-11), we can see that, although the input and biasing are the
same as the common emitter, the output is taken from the emitter circuit. The
application of the input signal is in the same direction as the battery voltage and,
therefore, no phase change takes place. When the input signal swings positive so
does the output and vice versa. This transistor circuit is similar to a cathode follower
vacuum tube circuit and many of their characteristics are the same. It has no phase
reversal, a voltage gain of less than 1, and a high impedance input with low
impedance output. Table 9-1 lists the characteristics of the three types of
configurations.

9-9. NPN AND PNP TRANSISTORS.

a. Another arrangement of semiconductor material is the PNP transistor.
The biasing of a PNP transistor is the same as that of the NPN. The emitter-base
circuit is forward biased and the collector-base circuit is reverse biased. This requires
that the voltages, used to operate a PNP amplifier, be the reverse of those used
with an NPN amplifier. Characteristics and energy levels are identical for NPN and
PNP transistors. The basic difference is that holes are the majority carriers in PNP
devices and electrons are the majority carriers in NPN devices.

b. The schematic symbol representing an NPN transistor differs only in the
direction of the arrowhead. The arrowhead points away from the base on the NPN
transistor. The arrowhead points toward the base on the PNP transistor.

c. These two types of transistors are frequently used in circuits to
complement one another, resulting sometimes in a reduction of the number of
components required. The availability of complementary types of transistors allows
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Table 9- 1. Transistor amplifier configurations characteristics

Characteristic Common base Common emitter Common collector

Voltage gain Medium 100 - 200 High 300 - 600 Less than 1

Current gain Less than 1 Medium 20 to Medium 20 to
100 100

Power gain Medium H igh Low

Input impedance Extremely low Low Extremely high

Output impedance Extremely high Medium Extremely low

Phase change - 0 degrees 180 degrees 0 degrees
input to output

additional freedom in the design and simplification of circuitry. Figure 9-12 is
an illustration of a complementary symmetrical circuit.

d. The arrows in figure 9-12 indicate the direction of current flow. Note
that a single battery supplies the power for the three transistors in the normal
bias arrangement and only three additional components are required.

9-10. TRANSISTOR APPLICATIONS.

a. This paragraph and paragraphs 9-11 and 9-12 concern some of the
9 common applications of transistor theory.

b. Figure 9-12 illustrates a direct coupled amplifier using three transistors.
The main advantage of a direct coupled amplifier is that it avoids the need for
transformers and coupling capacitors and can amplify signals at frequencies all of
the way down to direct current. Other commonly used coupling methods (fig.
9-13) are resistor-capacitor coupling, transformer coupling, and impedance coupling.

c. Another commonly encountered circuit is the oscillator. An oscillator
can be described as an amplifier in which a portion of the output energy is returned
to the input to produce a recurrent cyclic output. Compare an oscillator to a
pendlulm. When a pendulum is set in motion eacni successive swing will get smaller
until the pendulum finally stops. However, a push each time the pendulum swings
will cause it to continue swinging.
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Figure 9-12. Simplified dc amplifier schematic diagram.

R-C TRANSFORMER

DIRECT
CCP 105-5-148

Figure 9-13. Coupling methods of af amplifier schematic diagram.
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d. An electronic oscillator functions in much the same way. If a small
portion of the output signal is fed back into the input at the right time an oscillation
is set up that continues as long as the feedback exists. Figure 9-14 shows three
common transistor oscillators.

e. Since an oscillator is basically an amplifier, each basic amplifier
configuration can be made to oscillate with the addition of one of the accepted
feedback configurations.

f. In computer circuitry one of the basic building blocks is the multivibrator.
There are several types that have been developed from the original Eccles-Jordan
multivibrator circuit. Two of these are the one-shot multivibrator (monostable)
and the free running multivibrator (astable).

g. A multivibrator is a circuit that can be called an electronic switch. It
has only two output levels, an on voltage and an off voltage.

h. A one-shot multivibrator is shown in figure 9-15. With no input trigger,
transistor Q2 conducts because of the positive voltage across the base resistor (Rb).

Transistor Q1 is cut off by its bias voltage across resistors R1 and R2 . A negative
trigger pulse causes Q2 to turn off and Q1 to turn on. Transistor Q2 remains
off until capacitor C1 discharges bringing the base voltage of Q2 to approximately
that of the emitter voltage. At this point Q2 starts to conduct and the circuit
returns to its original state. The effect in the output is that of a switch being
closed for a specific time in a dc loop.

i. Figure 9-16 illustrates the equivalent dc circuit and the resulting
waveform. Consider the circuit again at time To, transistor Q2 is on and Q1 is
off; at time T1 , transistor Q2 is off and Q1 is on. At time T2 , transistor Q2
is again turned on and Q1 is off. The circuit will remain in this state until another
trigger pulse is injected.

j. A bistable multivibrator, or flip-flop, is a similar configuration; however,
the action is slightly different. A bistable multivibrator is shown in figure 9-17.
When a trigger pulse is applied, transistor 02 will turn off and Q1 will turn on.
The flip-flop remains in this condition until another trigger pulse is applied, then
Q2 turns on again and Q, is turned off. Both types of multivibrators are widely
used in computers as gate or switch circuits.

k. Just as the bistable multivibrator had two stable states and the monostable
one stable state, the astable multivibrator has no stable states. It is described as
an oscillator that produces a square or rectangular output. A schematic of the
astable multivibrator is shown in figure 9-18.
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Figure 9-14. Three basic oscillator configurations functional diagram.
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Figure 9-15. One-shot emitter coupled monostable multivibrator
schematic diagram.

VOLTAGE

F1 -4wTIME

T1 T2

CCP105-5-61

Figure 9-16. Equivalent dc circuit and output waveform
of one-shot multivibrator.
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Figure 9-17. Emitter coupled bistable multivibrator schematic diagram.
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Figure 9-18. Emitter coup/ed astable multivibrator schematic diagram.
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9-11. OTHER SOLID STATE DEVICES.

a. While transistor circuits are widely used, there are other semiconductor
devices that are useful.

b. It is beyond the scope of this publication to discuss them in detail, but
general information is presented.

(1) Tetrode transistor.

(a) Constructing an ordinary NPN junction transistor and attaching an extra
connection to the P base section has created the tetrode transistor.

(b) By suitably biasing the second base connection, an improvement in
frequency response is achieved. Tetrode transistors are used as mixers and
oscillators.

(2) Photodiode and phototransistor.

(a) Semiconductors have also been developed that are sensitive to light. These
are called photodiodes and phototransistors. The energy of the light photons is
transferred to the junction of the semiconductor materials.

(b) This gives the electrons sufficient energy to break away from the covalent
bonds. Once free the electrons aid in charge transportation and increase the current
flow through the semiconductor.

(3) Varactor.

(a) A varactor (figure 9-19) is a diode that is used as a capacitive element.
The name varactor is a contraction of variable reactor. The effective capacitance
of the varactor is varied by changing the bias voltage. Varactors are used in paramps,
frequency multipliers, and electrically tuned circuits.

(b) When biased in the reverse direction, all semiconductor diodes exhibit
a variation in capacitance as the reverse voltage is increased and decreased. This
variation can be explained as follows. The junction of the diode has P semiconductor
material on one side and N semiconductor material on the other side. The current
carriers in the N material are electrons, while the current carriers in the P material
are holes. The application of a reverse voltage attracts the electrons and holes away
from the junction, leaving a depleted region in the neighborhood of the junction.
The layer of electrons on one side of the junction and of holes on the other
side can be considered the plates of a capacitor. Since variation of the reverse
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CCP105-5-64

Figure 9-19. Varactor symbol.

voltage will cause the electrons and holes to move closer to and farther from the
junction, the equivalent capacitance changes accordingly.

(4) Tunnel diode.

(a) The tunnel diode is ideally adapted for use in satellite communications
since it can amplify at super high frequencies. It is resistant to nuclear radiation
without additional hardening and can operate over a wide temperature range.

(b) The tunnel diode amplifies by using the negative resistance characteristic
of the tunnel diode, as shown in figure 9-20.

(c) Note the linear increase in current with application of positive voltage
until the negative resistance range is reached. At this point, increasing voltage causes
a current decrease; likewise, a decrease in voltage causes an increase in current.
Only the linear portion of the negative resistance range is used for amplification.

9 I(5) Silicon-controlled rectifier.

(a) The silicon-controlled rectifier (SCR) is used extensively in satellite
communications equipment for switching and controlling power. The SCR is
physically constructed as a PNPN device with the configuration shown in figure
9-21 I.

(b) It is actually a semiconductor rectifier controlled by gating signals, its
symbol is shown in figure 9-22. The SCR operates by virtue of its characteristic
of not conducting much current in the forward direction until the anode voltage
is more than a certain minimum value (referred to as the forward breakover voltage).
The value of this breakover voltage is controlled by an external voltage applied
to the gate. Thus, a small signal at the gate can trigger a relatively high current

9-24



15 April 1974 CCP 105-5

"+ l AMPLIFICATION
3 RANGE

E

z
IA

NEGATIVE
RESISTANCE RANGE

0 1 1 1 1
0 100 300 500 700 900

MILLIVOLTS +

CCP105-5-150

Figure 9-20. Tunnel diode amplification range curve.
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Figure 9-21. SCR construction diagram.
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ANODE D 0 CATHODE

GATE

CCP105-5-152

Figure 9-22. SCR symbol.

in the cathode-anode circuit. After the SCR is triggered by the gate signal, it
continues to conduct regardless of the gate signal until the anode current is reduced
below the holding current. Currents in excess of 100 amperes and voltages of 1,000
volts are possible with SCR's.

(6) Thyristor.

(a) The thyristor is a PNP device and differs from the SCR in that it may
be turned off at any time by the gating signal.

(b) The name comes from thyratron which is a gas filled thermionic triode
of somewhat similar characteristics.

(7) Uni/unction transistor.

(a) The unijunction transistor is usually used in SCR trigger circuits. It is
also used in voltage and current sensing circuits, oscillators, timing circuits, and
digital logic circuits. The unijunction transistor has an external emitter connection
and two external base connections, its symbol is shown in figure 9-23.

(b) The operation of the unijunction transistor is similar to other negative
resistance characteristic switching devices. The most useful features of the
unijunction transistor are its stable firing point voltage, low firing current, and
high pulse current capacity.

(8) Field-effect transistor.

(a) The field-effect transistor (FET) is a device in which an externally
controlled field is used to control the resistance of a doped semiconductor bar,
as shown in figure 9-24.
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Figure 9-23. Unijunction transistor symbol.
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Figure 9-24. FET construction diagram and symbol.

(b) The bar is constructed of N material with P gates. A bias applied to
the P gates creates an electric field, which effectively increases the resistance of
the bar and reduces current flow through the load circuit in proportion to the
bias. A schematic comparison of the FET and vacuum tube amplifiers is shown
in figure 9-25.

(c) Note the similarity between the N type FET and the vacuum tube biasing
configuration. This similarity extends even further as the input resistance of an
N type FET, like that of the vacuum tube, is also very high.
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Figure 9-25. FET and vacuum tube amplifiers schematic diagram.

(d) The FET is also available with a P type bar and- N type gates. In the
P type bar FET, biases are the reverse of the N type FET. The type of FET
can be identified by the schematic symbol, as shown in figure 9-26.

(e) Another type of FET is the metal oxide semiconductor (MOSFET). The
advantage of using a MOS fabrication technique is that the gate is electrically
isolated from the semiconductor material. This gives the MOSFET a much higher
input impedance and makes it much more sensitive than a FET circuit. The structure
of a MOSFET is shown in figure 9-27.

(f) The oxide is used as an insulator between the metal and the
semiconductor. The gates create an electric field in the semiconductor, which allows
the gate voltage to control the flow of current from source to drain.

(9) Light-emitting diode.

(a) A recent development has been the light-emitting diode (LED). The
operation is very different than that of the photo diode. By applying the proper
current and voltage to the LED, it will produce visible light. One of the first
applications of the LED has been in display units.

(b) Arrays of LED's are arranged so that letters and numerals may be
displayed by activating the appropriate diodes. Integrated circuit drivers are used
with the arrays to convert input signals into the required diode activating signals.
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Figure 9-26. N type and P type FET symbols.
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9-12. INTEGRATED CIRCUITS.

a. The development of integrated circuits (IC) has caused many changes
in the field of electronics. Component densities have increased so greatly that a
card of integrated circuits may replace a rack of conventional circuitry.

b. The IC has also permitted equipment to perform additional functions
without markedly increasing equipment cost, size, or power consumption. The use
of medium scale integration (MSI) and large scale integration (LSI) promise even
greater reductions in equipment size.

(1) Fabrication.

(a) Integrated circuits are fabricated using many of the techniques originally
developed for manufacturing ordinary single device semiconductors. Rather than
place one device on a chip of semiconductor material, an integrated circuit will
have many transistors and diodes on the same piece of material. The methods
used in making the devices on the chip are also used to interconnect the devices
into a circuit.

(b) Resistors, capacitors, and inductors can also be placed on the
semiconductor chip along with the active devices. The types of circuits that can
be built are limited only by the designer's imagination.

(2) Linear integrated circuit.

(a) The use of linear integrated circuits has become widespread in only a
short time. Most new radios and televisions contain IC's to reduce size and cost.
Many of the analog IC's require external components, but this is to allow the
circuit designer to make the IC fit his particular needs.

(b) Some of the linear IC uses have been as audio amplifiers, if amplifiers,
fm detectors, fmn limiters, rf amplifiers, dc amplifiers, and phase detectors. IC's
have also been used to a great extent as operational amplifiers. Operational
amplifiers have been used as integrators, active filters, comparators, analog switches,
as well as wideband dc amplifiers.

(3) Digital integrated circuit.

(a) The major impact of integrated circuits has been in the digital field.
Digital IC's can replace circuits many times their size and cost, and can operate
at speeds up to 50 MHz. IC's have been built to accomplish most standard logic
operations. Besides AND, OR, NAND and NOR gates, inverters, flip-flops, buffers,
registers, and counters are available. Many different types of circuitry are available
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to fill various speed, temperature, and cost requirements. Some of the more
common are resistor-transistor logic, diode-transistor logic, transistor-transistor logic,
and emitter-coupled transistor logic.

(b) Some examples of the reductions in size that digital IC logic can produce
are seen in digital computers and counters. While computers have not decreased
in size, their capabilities and reliability have increased in quantum leaps. Until
recently, counters were a rarity because discrete component logic circuits were
too bulky. Now with IC's, counters and digital display meters are readily available.

(4) LSI and MSI.

(a) LSI and MSI take the original idea of integrated circuits one step further.
With a typical IC, only a few logic functions are contained on the chip. With
LSI and MSI, large numbers of individual logic elements are fabricated on one
chip and the elements interconnected as required.

(b) One example is in the building of semiconductor memories. MSI registers,
capable of storing 1,024 bits, are now being used. Read-only memories and random
access-memories also are being built using MSI techniques. Most circuits using LSI
and MSI techniques are designed for specific applications. Plans are being made
to place all the electronic logic circuitry needed for a desk calculator on one LSI
chip. The biggest problem, at present, is producing the LSI and MSI chips. Their
complexity makes production yield rates too low to permit low cost, high quantity
manufacturing.
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CHAPTER 10

DIGITAL TECHNIQUES

10-1. GENERAL. This chapter provides a familiarization with the basic
fundamentals of digital logic including numbering systems, logic elements, and data
storage.

10-2. NUMBERING SYSTEMS.

a. Binary.

(1) It is difficult to discuss or understand computers and logic circuits
without some familiarity with the binary numbering system, The ten numbers used
in the decimal system are too cumbersome to be handled by computer circuits;
therefore, the binary system is used. The binary system uses only two numbers
so that many simple devices, such as flip-flops or even a simple switch (on or
off) can be used to represent the value of a binary digit. The decimal numbering
system uses ten as a base. A number larger than nine (counting 0 as the first
digit) uses some combination of the first ten digits. For instance, twelve is written
as 1 followed by a 2. The binary system uses a base 2 rather than 10. It uses
two digits, namely 1 and 0. Any number greater than 1 (counting 0 as the first
digit) requires some combination of the first two digits. In the decimal system
102 is written as a 1 followed by 2 zeros (100), 103 is written as 1 followed
by 3 zeros (1,000) or in general ion is wiitten as 1 followed by n zeros. In the
binary system 22 is written as a 1 followed by 2 zeros (100), 23 is written as
a 1 followed by 3 zeros (1,000) and 2n is written as 1 followed by n zeros.

(2) Use decimal number 117 to make a further comparison. This may be
thought of as being comprised of 102 plus 101 plus 7. The binary equivalent,
1110101, may be thought of as being 26 plu 's 25 plus 24 plus 22 plus 20. Adding
these binary equivalents (table 10-1) we can see that binary 1110101 equals 117
in base 10.

(3) To convert from binary to decimal, first find the highest power of 2
.5 in the decimal number. In the example above, this is 26 or 64 (binary 1000000).

Subtract 64 from 117 and find the highest power of 2 in the difference (53).
This is 25 or 32 (binary 100000). Repeat the process until the remaining difference
is 1 or 0. The sum of the binary equivalents of each power of 2 in the original
decimal number is the binary equivalent (table 10-1).

(4) At first glance a number like 1110101 seems an awkward way of writing
117, and that writing larger decimal numbers in their binary equivalent form would
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Table 10-1. Binary equivalents

Decimal Binary equivalent

64 =1000000

32 =100000

16 =10000

4 =100

117 1110101

Table 10-2. Decimal, octal, and binary equivalents

Decimal Binary Octal

1 1 1
2 10 2
3 11 3
4 100 4
5 101 5
6 110 6
7 ill 7
8 1000 10
9 1001 11

10 1010 12
16 10000 20
32 100000 40
64 1000000 100

128 10000000 200
256 100000000 400
512 1000000000 1000

1024 10000000000 2000
2048 100000000000 4000
4096 1000000000000 10000
8192 10000000000000 20000

16384 100000000000000 40000
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be even more awkward. In reality the difference in the number of digits in a large
decimal number and its binary equivalent is not as large as assumed. It requires,
on the average, about three times as many digits to express a number in binary
form as to express it in decimal (table 10-2).

(5) Despite its length, a binary number is well adapted for use in electronic
and electrical circuits. The presence of voltage can be used to represent a 1, and
an absence of voltage can represent a 0. This is called positive logic. Negative logic
uses an absence of voltage to represent a 1, and the presence of voltage to represent
a 0.

b. Binary-Coded Decimal.

MI The binary-coded decimal (bcd) system is sometimes used in digital data
systems. Binary numbers represent decimal digits in the bcd system. Four binary
digits are needed to represent a decimal digit. Thus:

decimal 31 becomes

bcd 0011 0001

(2) Since the fourth binary digit is used only for decimals 8 and 9, it becomes
obvious that the four-digit code should be used with a base 16 numbering system
for greater efficiency.

c. Binary-Coded Octal.

(1) Present-day digital data processing equipment often uses the binary-coded
octal system (base 8 rather than the binary-coded decimal system (base 10)). The
binary-coded octal numbering system (table 10-2) is used since a three-digit binary
number efficiently utilizes the base 8, peripheral equipment is easily adapted to
a three-digit binary code, and conversinn from binary to octal is easily accomplished.

(2) Conversion from binary to octal is accomplished in groups of three,
starting from the least significant digit and noting the decimal value of each group,
for instance:

decimal 117 16394

binary 1 110 101 100 000 000 001 010

octal 165 40012
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d. Gray Code.

(1) The gray code (also known as a cyclic or progressive numbering system)
is a system where numbers differ in only one digit as shown in table 10-3.

(2) The gray code is often used to provide digital information concerning
angular position by means of a coded commutator where the code is arranged
in conducting and nonconducting segments as shown in figure 10-1.

(3) The gray code is superior to the binary-coded decimal system for angular
position information as a mechanical misalignment, or phase lag, will not cause
errors. With a slightly out-of-phase commutator based on the binary-coded decimal
system, the transposition from decimal 3 (binary 011) to decimal 4 (binary 100)
could possibly go through binary 111, binary 000, binary 001, binary 010, or
binary 101.

Table 10-3. Gray code

Decimal Binary Gray (typical)

0 000 000
1 001 001
2 010 011
3 011 010
4 100 110
5 101 ill
6 110 101
7 1ll 100

10-3. BOOLEAN ALGEBRA AND BASIC LOGIC.

a. Boolean algebra is a system of logic annotation where the logical functions
are represented by symbols. In simplified form, some of these logical functions
and their symbols are stated in table 10-4.

b. Using these symbols, it is possible to represent the logic employed in
reaching certain conclusions. For example, in planning a ski trip there should be
snow on the mountain, no snow on the roads, no rain, and food and lodging
available. This can be annotated as follows: (snow on mtn) -(snow on rds)
(rain) -(fd & ldg) = ski trip.
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Figure 10-1. Gray and binary code wheels segment layout.

Table 10-4. Logic functions and symbols

Function Symbol Example

and A - B

or + A+B

not (inversion) -

c. This can also be accomplished by inverting all the variables, and changing
the functions. When a function is inverted AND becomes OR, OR becomes AND,
NOT symbols are removed and placed on the variables that were previously not
inverted. The equation now becomes: snow mtn + (snow on rds) + rain + (d

&Idg) = ski trip.

d. A summary of basic Boolean identities is shown in table 10-5.
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Table 10-5. Summary of basic Boolean identities

Fundamental laws

OR AND NOT

A+0=A A 0=0 A+A= 1

A+ 1 1 A 1=A A A=0

A+A =A A A= A A=A

A+ =1 A A=0

Associative laws

(A + B) + C = A + (B + C) (A • B) C = A (B* C)

Commutative laws

A+B=B+A A- B=B *A

Distributige laws

A • (B + C) = A • B + A. C

De Morgans laws

A B C= A+B+C A+B +C=A- B C

e. Schematic diagrams of logic circuitry use symbols for logic operations.
Some of these schematic symbols are shown in figure 10-2.

f. With the use of these gates, a ski trip computer can be built to make
decisions. Either of the equations can be used to design the computer. Figure 10-3
illustrates-the computer circuit using an AND gate. Figure 10-4 contains the same
computer circuit using an OR gate.
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AND GATE INVERTER OR GATE

NAND GATE EXCLUSIVE OR NOR GATE

CCP105-5-66

Figure 10-2. Logic operation symbols.
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FOOD & LODGING CCP105-5-67

Figure 10-3. AND gate ski-trip computer logic diagram.
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SNOW ON MVT-

SNOW ON ROADS

RAINSKI TRIP

FOOD & LODGING CCP105-5-68

Figure 10-4. OR gate ski-t,-ip computer logic diagram.

10-4. LOGIC ELEMENTS. In present-day digital logic systems there are a few
basic circuits used, which are used repetitively in various combinations to perform
required operations. These more or Jess standard units are generally referred to
as building blocks. Digital logic systems operate on pulses and the circuits involved
are generally used to control the movement of these pulses. The system will perform
a variety of operations on these pulses such as storing, gating, delaying, inverting,
and shifting.

a. AND Gate.

(1) A simple form of AND gate is shown in figure 10-5. If lamp C is to
light, switches A and B must both be closed at the same time. The Boolean
expression for this function is A • B = C which is read as A and B equals C.

1 (2) To relate this example to the binary mechanics of digital systems, a closed
switch is represented by 1 and an open switch by 0. A truth table is made to
show the possible conditions of two variables. These binary conditions correspond
to digital logic systems.

(3) In reality, as shown in figure 10-6, diodes are used for AND gates instead
of relays.

(4) Operation of the AND gate depends on the inputs at A and B. If one
input is at a positive voltage and the other is at ground potential (waveforms A
and B), current will flow through R and the output will be at ground potential.
If input A and input B are at a positive voltage (output waveform) no current
will flow through R and the output will be at a positive voltage.
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Figure 10-5. Simple form of AND gate, truth table, and symbol.
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Figure 10-6. Diode AND gate schematic diagram and waveforms.

b. OR Gate.

(1) The OR function is another logical function which can be described with

a switch configuration as shown in figure 10-7.

(2) If either switch E or switch F is closed, the lamp will light. The Boolean

expression is E + F = G. A truth table for this function is included in figure
10-7. In reality, as shown in figure 10-8, diodes are used for OR gates.
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Figure 10-7. Simple form of OR gate, truth table, and symbol.

OR-GATE SIGNAL CHART

OR-GATE + t

INPUT E K EO 2

INPUT F K G(OUTPUT) +-- - I -

-F l-t-irh rh-
R G(OUTPUT) 0 Jli -

CCP105-5-160

Figure 10-8. Diode OR gate schematic diagram and waveforms.

(3) Operation of the diode OR gate illustrated depends on inputs E and
F. If a positive voltage is applied to input E (waveform E), or input F (waveform
F), or both (waveform G), current will flow through resistor R and the output
will be at the positive voltage.

C. Inverter.

(1) Inverters are a logic function that changes only the state of whatever

binary input is applied. This is accomplished by using the phase inverting
characteristics of transistor amplifiers. The operation is shown in figure 10-9.
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TRUTH TABLE

H J INVERTER SYMBOL+ oIii1 0
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Figure 10-9. Simple inverter diagram, truth table, and symbol.

(2) If the switch is closed, the battery is short circuited and the lamp will
be off. When the switch is opened the lamp will light. This is equivalent to the
Boolean expression H = J. A circuit that performs inversion uses a transistor, rather
than diodes.

(3) The operation depends on the input signal H (fig. 10-10). When H is
zero, VB reverse biases the base of the transistor cutting the current flow. No
collector current flows and J is equal to Vc . When H is positive the transistor
is forward bias saturated, collector current flows heavily, and the output J becomes
zero.

d. NAND Gate.

(1) The NAND comes from the combination of NOT and AND (fig. 10-11).

(2) The gate has the logic function of an AND gate with an inverter on
its output.

e. NOR Gate.

(1) Just as NAND is a combination of two operations, NOR is a combination
of the operations NOT and OR (fig.10-12).

(2) The NOR gate has the logic function of an OR gate with an inverter
on its output.
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Figure 10-10. Transistor inverter diagram and signal chart.
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Figure 10- 11. NAND gate symbols and truth table.
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TRUTH TABLE
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Figure 10-12. NOR gate symbols and truth table.

10-5. BISTABLE DEVICES.

a. Bistable devices, commonly called flip-flops, are used as counters, storage
elements, or dividers. The circuits are called bistable because they have two stable
states; a 1 state and a 0 state. The device can remain in eithc- state indefinitely,

b. The flip-flops used in digital circuits are different from the gates just
described in several important ways. One is that flip-flops are synchronous devices.
No matter what inputs are present, the output will only change if a trigger pulse
is present. The AND and OR gates will change output whenever the inputs change.
The second is that the flip-flops have two outputs, generally called Q and Q. These
two outputs are always the opposite of each other. The last and most important
difference is that flip-flops are sequential devices. That means that their output
at a particular time will depend on the previous outputs, as well as the inputs.
There are four basic types commonly used.

(1) The R-S flip-flop has two inputs R and S, from which it gets its name.
The S input stands for set and causes the flip-flop to be in its 1 state (Q = 1).
The R input stands for reset, and causes the flip-flop to be in its 0 state (Q =

0). This type of binary is sometimes called S-C for set and clear. The symbol
and truth table for this type of flip-flop are shown in figure 10-13. The question
mark in the table indicates that the state is indeterminate, and that the circuit
is designed so that R and S can not be one simultaneously.
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TRUTH TABLE

S BIT TIME n BIT TIME n+1

Rn Sn  Q n+l
R Qi

O 0 Qn

0 1 1

10 0

1 1 ?
Q n+1 =(S+ffQ)n

CCP105-5-74

Figure 10-13. R-S flip-flop diagram and truth table.

(2) The 0 flip-flop is a delay memory element. It has a single input, and
an output equal to the previous input (fig. 10-14).

(3) The trigger (T) flip-flop only changes state when the input is 1. This
permits the T flip-flop to be used as a divider (fig. 10-15).

(4) The J-K flip-flop is similar to the R-S flip-flop, except that both inputs
may be 1 (fig. 10-16).

TRUTH TABLE

Q D n n+1

D 0 0 O 
n + 1 D n

O"1 1

CCP1V)S 5-75

Figure 10-14. Flip-flop diagram and truth table.

10-14



15 April 1974 CCP 105-5

TRUTH TABLE

a Tn an +1

T 0 C n  an+l =(TQ+Td) n

Odi 1 in

CCP105-5-76

Figure 10-15. T flip-flop diagram and truth table.

TRUTH TABLE

j n Q n Qn+l

a 0 0 an

0 1 0 Qn +1 =(Q+J?)n

K 1 0 1
1 an

CCP105-5-77

Figure 10-16. J-K flip-flop diagram and truth table.

10-6. ADDERS. Adders are necessary where arithmetic operations are being
performed. Many types of adders, for different functions, are available. For the
sake of brevity we will only look at the two most common adders.

a. Half Adder. The half adder is the basic building block for binary addition.
It is called a half adder because it cannot be put in parallel to add numbers of
more than one binary digit (fig. 10-17 and 10-18).
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(A+B).(A+)=AB+ABOSUM

CARRY
B

CCP105-5-79

Figure 10-17. Half adder elements logic diagram.

TRUTH TABLE

A B SUM CARRY

0 0 0 0
A HALF SUM 0 1 1 0

BADDER CARRY 1 0 1 0
1 1 1 1

CCP105-5-80

Figure 10-18. Half adder diagram and truth table.

b. Full Adder. Full adders have three inputs, which allows them to be placed
in parallel to add two binary numbers of more than one digit. The basic building
blocks are two half adders (fig. 10-19). A parallel adder, using four full adders,
is shown. This adder can add two numbers consisting of four binary digits (fig.

10-20).
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r -'
I I

ACARRY

CARRY

FULL ADDER

TRUTH TABLE

A B C SUM CARRV
A -4 SUM .

J FULLj 0 o o o 0
DADDERC CARRY 0 0 1 1 0

o 1 0 1 0
o 1 1 0 1

1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1

SUM A (BC+BC)+A(BC+BC)=ABC+ABC+ABC+ABC

CARRY=BC+AB+AC CCP105-5-81

Figure 10-19. Full adder logic diagram and truth table.
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X1 Y1 X2 Y2 X3 Y3 X4 Y4

x1 x2 x 43 x 4

+ Y1 Y2 Y3 Y4 FULL FULL FULL FULL

ADDER ADDER ADDER ADDER

S1 S 2 S 3 S4

c S c S C s C S
OVERFLOW

S 1  S2 S 3  S4

CCP105-5-82

Figure 10-20. Parallel adder block diagram.

10-7. DATA STORAGE. In almost all types of digital systems there is a need
for data storage. For a small computer, the storage may consist of flip-flops. For
a large digital computer, the storage may include a magnetic drum, tape, or disc,
ferrite core, or semiconductor memories.

a. Magnetic Drums.

(1) Magnetic drums are constructed with high precision and are coated or
electroplated with a ferromagnetic material, such as cobalt-nickel alloy or ferric
oxide. They normally rotate at a constant speed between 3,000 and 12,000
revolutions per minute. Read/write heads may be arranged either in parallel, or
helically, along the length of the drum. Each head is associated with a track of
stored data. The writing heads store the data as magnetized spots on the drum
surface. The read function is similar to the readout, or playback, from a tape
recorder and is nondestructive.

(2) One advantage of a drum system over tape storage is that a drum permits
rapid random access. To find a piece of information on tape, the reel must be
wound by the tape drive until the correct spot is reached. This may take several
seconds and slows down the machine operation. For a drum, the maximum time
to reach a piece of data would be the time required for the drum to make one
revolution.
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b. Magnetic Tape.

(1) Magnetic tapes are used extensively as storage devices in present day
computers. In magnetic tape storage, data can be stored and read sequentially.
The data is stored on a plastic tape coated with a ferromnagnetic material. Read/write
heads are generally ganged in parallel tracks across tl.e width of the tape to permit
parallel read and write of several rows of binary characters.

(2) The advantage of magnetic tape storage over other storage methods is
the ease with which individual tapes can be replaced and stored. Storage capacity
can be increased by employing a number of selectable tape reels per tape unit.
At a satellite ground station the local computer will very likely receive its antenna
pointing data from magnetic tape. Tape lengths are most commonly 2,400 feet
on 1 0-inch reels.

(3) Information is magnetically recorded in blocks containing one or several
computer words. Each block has an identifying address channel and a parity
checking channel. A data recording device of this type is normally equipped with
two read/write heads. The other head uses the spaces between the channels, resulting
in an interlacing of the information that yields 12 recording tracks.

(4) The storage density of magnetic tape is approximately 200 characters
per linear inch. The characters are distributed in several channels across the width
of the tape, giving a theoretical storage capacity of 5,360,000 characters per
standard reel. This does not consider the spaces between information bits or spaces
lost in stops and starts.

c. Magnetic Discs.

(1) The disc operates on the same principles as the magnetic drums. The
memory consists of several discs stacked one above an other with adequate spacing
for read and write heads.

(2) The discs rotate at high speeds so that input-output cycle time is low.
Discs offer more storage capacity than drums and are found in many computer
applications.

d. Ferrite Core Memories.

(1) The standard means of providing computer storage has been the use of
ferrite devices. Originally, the ferrite cores were large and bulky. Advances in
ferromagnetic technology have been able to reduce the size, weight, and power
requirements of the memories. Use of a magnetic core as a memory element is
shown in figure 10-21.
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WI I 3 W W3

W 2  W2
ONE STATE ZERO STATE

CCP105-5-161

Figure 10-21. Magnetic ferrite core schematic diagram.

(2) The magnetic core can be considered as being related to a transformer
core, but is much smaller in size. For example, these, units are usually smaller
than one-eighth of an inch. To understand the function of the magnetic core, first
assume that a pulse of current of sufficient amplitude to saturate the core is applied
to coil winding W1 . Magnetic lines of force are generated in the core in a direction
dependent on the direction of the flow of current through W1. The core remains
magnetized in the same polarity, at a point close to saturation after a current
pulse has passed through W1. Now assume that a current pulse, flowing in the
same direction as the current that passed through W1 , is applied to W2 . There
will be only a small increase in the number of flux lines generated; consequently,
only a small voltage is induced in W3 and the indication in the detecting network
will be very small. If the current pulse through W2 is in the opposite direction
to the current pulse flowing through W1 , the direction of the lines of force reverses
and a large output appears in the detecting network.

(3) Binary bits of data are stored in a core element depending upon the
direction of magnetization. For example, a core can be regarded as holding a 1
when magnetized in one direction and holding a 0 when magnetized in the other
direction. W1 may be referred to as the write winding since it writes a 1 into
the core. W2 simulates a read winding since the current through it changes the
direction of the lines of force if a 1 is present in the core. This results in an
output voltage, which indicates to the detecting windings that a 1 is present in
the core. When the core is in the read function, data is shifted out of the core
resetting the core to the 0 state. The core remains in this 0 state until the next
write function, at which time data is again shifted into the core, setting the core
to the 1 state.
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e. Semiconductor Memories.

(1) The use of medium scale integration (MSI) and large scale integration
(LSI) has permitted large semiconductor arrays to challenge ferrite cores as the
main computer memory. By placing hundreds of flip-flops on a single chip, the
cost per bit of a semiconductor memory is almost that of the ferrite memories.

(2) Some computer systems are using semiconductor memories at present.
Both bipolar and metal oxide semiconductor (MOS) type devices are being used
for the memories. Future developments in semiconductor design and fabrication
will decide which type will prove the most useful.

f. Future Memories.

(1) While memories are adequately sized for the present, future needs indicate
that larger memories will be required. Two types of advanced memories are being
researched. The first method uses cryogenic temperatures to improve the
characteristics of materials. At temperatures near 0 K, certain types of materials
exhibit superconductivity. The superconductivity can be used to create a very
compact and efficient memory. Other systems using cryogenic semiconductors and
superconducting inductors are under study.

(2) The second method uses lasers to write and store data in an optical
material. The laser would also be able to read the memory. Because of its high
information rate, the laser offers a very fast read/write capability.
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CHAPTER 11

TESTING PHILOSOPHY

11-1. GENERAL TESTING.

a. This chapter covers types of testing that will be required during, and
subsequent to, the equipment installation phase of preparing a ground station for
cperation. Preoperational and operational testing are also covered. Guidelines will
be presented for the development of necessary tests. A logical sequence is followed
in developing all such specific tests, whether such tests are to be conducted as
the equipment is installed or are to take place after installation, but prior to
operational testing. This sequence can be divided into three elements; i.e., testing
individual items of equipment, testing subsystems as they are developed, and testing
the completed system.

b. Equipment testing can be defined as that testing which is required to
determine whether or not a particular piece of equipment is functioning as a
separate entity within the design characteristics of the equipment item, and to
ensure that the applicable general and human engineering aspects are satisfactory.
This phase of the testing can and should be initiated as the individual equipment
items are installed. Improper plans for the placement of the equipment and the
presence of shock hazards can be corrected more easily, if they are detected prior
to installation of the equipment. Modification is difficult when more items have
been combined into a developed system or subsystem.

C. As the satisfactory testing of individual items of equipment and their
installation progresses, subsystems will gradually evolve. A subsystem is that
grouping of equipment items designed to perform as a functional part of the whole

i~. system. Assuming individual items of equipment have been proved to be
satisfactory, the objective of subsystem testing is to determine whether or not
the items, when combined into a subsystem, will perform as designed. During this
phase of testing more emphasis should be placed on functional tests than was the
case in the equipment testing phase, although general and human engineering tests
will still be required. If results indicate that changes to the individual items or
revisions to the subsystem are necessary to ensure proper functioning, it is again
more practical to make changes at this time rather than postpone the changes
so that they must be made after the total system has been established.

d. System testing programs are those which are applied to the completed
system. As discussed in this chapter, the system is considered to be complete when
the ground station, with satellite link and ground intersite link(s) to the DCS switch,
have been installed. All essential equipment and subsystem installations will have
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been made and the preliminary testing of these functions completed. Tests for
the entire system should be designed to determine the ability of the system to
meet its overall design objectives. Each specific test generated for this phase must
consider the desired system end product, encompass the functions of the
subsystems, and yield an evaluation of the composite function of the system. The
design of these tests will be predicated, to some degree, on the equipment and
facilities available with which they are to be performed and evaluated. The validity
of the conclusions reached may be expected to be directly dependent upon the
careful and accurate execution of the preceding testing phases.

11-2. EQUIPMENT TESTING.

a. Before initiating the process of developing tests for equipment,
subsystems, and systems, it is necessary to understand: (1) Why we make an issue
of these tests when all the equipment is tested by the manufacturer, (2) how such
tests can be conducted before installation is completed, (3) when preparation should
be made to conduct the tests, (4) who prepares and conducts the tests, (5) what
they consist of, and (6) where the information comes from that is used in preparing
the tests.

b. One question often raised is why perform tests which partially duplicate
those performed by the manufacturer? It is general knowledge that manufacturers
are required to, and do, perform tests on equipment they produce and these tests
ensure, to a considerable measure, the inherent operability of the equipment.
However, several factors must also be considered. One of these is transport of
the equipment. Items of equipment installed in a ground station will probably
have been shipped a considerable distance, up to several thousand miles. They will
have been handled many times both by men and machinery and may have been
subjected to extremes of climatic conditions. Owing to the nature of the equipment,
these factors alone make it necessary to recheck each individual item. Also, where
humans are involved, mistakes can be made and an additional test will provide
a margin of safety and check the accuracy of the first tests. Further, equipment
can be technically perfect and, if not properly installed, still be unusable. Preventing
this type of system failure is the main reason for testing the equipment for suitable
installation. This type of test is particularly valuable during the initial phases of
installation and, if accomplished in a suitable manner, will result in considerable
savings in effort and will reduce lost time to a minimum at a later date.

c. A second aspect of the testing program that mnay appear strange is that
much of the testing is done before the installation is complete. Testing can be
conducted before installation is completed by proper planning; by reviewing the
physical, human engineering aspects of the system, with or without the equipment;
by conducting some basic electrical tests on the individual items as they are received
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and prepared for installation, and by conducting additional, general type tests during
the process of installation.

d. Another point that should be noted is that test preparations should be
initiated immediately upon receipt of information indicating that responsibility has
been assigned for an operational station installation. At this time, sufficient
information on the equipment should be available to permit planning and scheduling
of many of the technical tests.

e. The activity, assigned the responsibility for installing and operating the
station, will be responsible for determini 'ng the operational status of the station.
In cases where this responsibility is divided; i.e., one activity makes the installation
and another is charged with operations, it is the responsibility of the installing
activity to turn over an operable station to the operating crew. This can only
be assured if suitable tests have been performed prior to this turnover. In the
final analysis, it is the individual, who has been assigned operational responsibility,
who is responsible for determining that required tests have been properly prepared
and successfully conducted prior to accepting the station as an operating unit.

f. These tests will be in two categories -general and specific. General tests
are applicable to any type of equipment regardless of its function. They consist
of such items as examination to ensure proper placement of the equipment, checks
for shock hazard, evaluation of the ease of operation and maintenance, and
evaluation of the degree of skill required to operate and maintain the equipment.
Specific tests are primarily functional tests devised to determine whether or not
the item tested will properly perform its intended function.

g. In viewing these requirements, one may ask where the information
originates that is used in preparing the tests? No easy answer is available, in that
the information required to prepare and conduct such tests must, of necessity,
be drawn from many sources. Guidelines included in this and other documents
will help orient the user. Equipment information may be obtained either directly

oil, or through engineering specifications from the manufacturer, from technical
manuals, or from drawings. Functional aspects may be extracted from technical
development plans, program definition phase documents, system descriptions, and
operational plans. Previously conducted tests on other types of communication
equipment will often serve as format and content guides and, of course, as with
any aspect of communications, previous experience in this and associated fields
is of prime,-value.

h. Keeping these general requirements in mind, let us consider a few of
the assumptions and premises forming the basis for the testing material. It should
be recognized that in a general document of this type, it is impossible to anticipate
all of the conditions that might arise. It also should be recognized that in each
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testing area similar results may be obtained through different tests and that some
areas may be consolidated. No attempt has been made to categorize the test items
in order that they can be implemented most efficiently. It is assumed that, just
as conditions and equipment vary, so will the tests vary to meet the objectives.
It is also presumed that operating agencies will schedule and rearrange the
installation and testing schedules in ways that will permit the most economical
use of the equipment, time, and funds. Obviously, any testing plan is only as good
as the results obtained.

(1) Preparation of equipment tests.

(a) The starting point for preparing a test plan is to conduct a research of
pertinent documents to gather required information. These documents should
include equipment lists, shipping and delivery schedules, installation schedules,
equipment specifications and manuals, floor plans, equipment configurations,
functional objectives (general and detailed), personnel lists and personnel assignment
schedules, special equipment requirements (cranes, cherry pickers, etc.),
construction schedules, and any additional information that will assist in preparing
a test plan.

(b) In some cases, all of this material will not be readily available; however,
sufficient information should be obtainable to prepare the basic portions of the
plan. Most of the required information can be obtained prior to the physical arrival
of the equipment at the ultimate site. By applying basic questions to this
information, resolving the answers, and documenting the results it will be found
that, in most cases, the equipment tests can be prepared. These types of preparatory
questions, answer sources, and actions are shown in table 11-1.

(2) General tests (equipment items).

4(a) The terms "general" and "specific", as used in application to the tests
described in this chapter, are more or less arbitrary designations and are used to
denote separate testing areas. It will be found that in actual testing some overlap
will occur. Also, other designations may be used depending on the activity or
individual concerned. For the purpose of this chapter; however, general tests will
be construed to mean those tests dealing with general characteristics of the

equipment Involved that can be expected to be applicable to any item of equipment,
whether it be a teletypewriter or a receiver using phase-locked loop principles.
This type of test includes such things as proper placement of the equipment for
ease of operation and maintenance, adequate lighting, and average time required
to place the equipment in operation. In preparing general tests, basic rules can
be followed and as the tests are conducted those items applicable to the equipment
under test should be selected and used. As an example, adequate lighting for a
teletypewriter would be an important test inasmuch as it can be assumed that
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an operator will be constantly reading printed material at this machine. In the
case of the receiver mentioned previously, lighting of any operation and
maintenance required can readily be obtained by means of trouble lamps or work
bench lighting, if there is not already sufficient lighting at the receiver location.
As with so many other areas, testing is a mixture of proper planning, sufficient
knowledge, and good common sense.

(b) Details of the general test should be ample to permit those conducting
the test to know what result is desired by the originator. While format is primarily
a matter of individual preference or local policy, certain items should be reflected
in the test itself. These basic items are:

1. Objective - What is the objective of this particular test and what is to
bedetermined?

2. Equipment - What equipment is being tested; where is it; what part of
its functions are of interest?

3. Scope - What does the test consist of; what particular portions are being
tested; what areas are being tested?'

4. Methods - What means and methods will be used to arrive at the results
and conclusions?

5. Results - What are the results obtained by conducting this test? Keep
in my ind that this portion must respond to each test statement, whether or not
the results are satisfactory.

(c) Contents of the general test can be illustrated by a sample general type
test that is particularly suitable during the early installation phase. This sample
test format is shown in table 11-2 and illustrates the details concerned in this
type of test. Areas of the general test are many and varied, but basically reflect
these ideas. Some areas to be considered are listed with the idea in mind that
this is not intended to be a complete l ist, but rather, is shown to generate thinking
about these and other areas.

-'1. Human engineering - shown in table 11-2.

2.- Operational suitability - covering time required to place in operation,
type of personnel required, difficulties encountered during placement and during
operation, procedures required, and complexity of operation.

3. Interference - covering interaction of test item with environmental and
external equipment.

11-7
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Table 11-2. Sample of general test

General Test No. -- Human Engineering

Objective - To determine the adequacy of the human engineering aspects.

Equipment - The particular piece of equipment under test should be listed with
complete nomenclature, including serial number, if applicable, and
associated equipment used to conduct the test.

Scope -Location of associated controls and their accessibility for operation
and maintenance of the equipment -- comments on the type,
location, and accessibility of controls, indicators, and connectors.

Visibility and legibility of indicators and controls -- comments on
ease of reading indicators, control indices, and termination or
connector markings, including adequacy of alarms.

Logic of operational progressions -- comments on the logical action
required of the user in operating the test item.

Complexity and extent of the operator's physical motions --
comments on the degree and complexity of the physical motion
performed by the user in normal operation of the test item.

Psychological user reactions -- general comments of the user as to
color, packaging, and style, noise of operation, misleading
indications, heat and light radiations, hazardous elements.

Physiological effects -- comments on operator fatiguje and/or hazards
induced by acoustics, heat and light radiation or conduction.

Nonessential features -- comments by test personnel as to
nonessential features, or those features that could be regrouped for
greater operating efficiency.

Methods - Visual observation of the equipment, placement, lighting, heat,
controls, indicators, connectors, packaging, color, noise.

Results - All operator comments should be complied and together with visual
observations, applied to the appropriate areas of the scope.
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4. Extended operations - covering time and/or number of continuous
operations before malfunction, frequency of malfunction, and repetitive
malfu nct ions.

5. Instructional material - covering adequacy for instellation, operation, and
maintenance.

6. Shock hazards - covering grounding, interlocks, leakage, and exposed high
potential voltages.

7. Personnel training - covering basic types of personnel required, numbers,
MOS, and additional training required.

8. Logistic support - covering adequacy of supplied material (tools, test
equipment, supplies) required to permit continuai operations.

(d) As a-'basic rule, it can be assumed that general tests will be employed
predominantly during the equipment testing phase, with less emphasis placed on
specific tests until such time as the required associated equipment is installed. This,
of course, does not eliminate specific tests from this particular phase, as many
functional tests can be conducted with a single item of equipment. Some types
of specific test will be covered in the following paragraphs. At this time it will
be seen that, in some cases, general tests can be performed concurrently with the
conduct of specific tests. This, of course, is the prerogative of the responsible
individual conducting the tests. It is recommended that this consolidation be made
whenever possible.

(3) Specific test (equipment items).

(a) As mentioned previously, this portion of testing can be and often is called
by various names. Some people prefer to call these tests functional tests, technical

4, tests, or operating tests. Essentially their objective is to establish the technical and
design capability of the equipment to meet its functional criteria. As with the
general tests, format is a matter of individual expedience or local policy. For
continuity; however, specific tests should consist of the same general format as
the general tests. The details making up a specific test will not be listed here;
however, a sample test format is shown in table 11-3.

(b) Areas covered by specific tests will be many, and proper selection must
be made for the item of equipment to be tested. Some of these areas are as follows:

1 . Associated equipment - power, compatibility with associated equipment,
and compatibility with communications section equipment.
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Specific Test No. - Power

Objective -To determine suitability of power source, distribution, control, and
alarm features.

Equipment -The particular piece of equipment under test should be listed, with
complete nomenclature, including serial number, if applicable, and
associated equipment used to conduct test.

Scope -Determine power requirements under all conditions (standby, with
light, medium, and heavy loads).

Determine suitability of power distribution to and through
equipment.

Determine effect of power failure and start-up.

Determine effect of various power sources on equipment (prime,
backup, regulated, non regulated, and commercial generator).

Determine effectiveness of power controls and alarm features.

Methods -Operate equipment under all types of load conditions; observe effect
on power source and equipment.

List all internal power components within or associated with the
equipment; compare rated capability with requirements.

Operate equipment; stop equipment and shut down power (both
basic power and individual component supplies at different times).
Allow power to remain off for varying periods of time; reapply
power and observe effect on equipment.

Operate equipment on basic source; switch to backup source,
nonregulated source, regulated source, commercial source, generator
source, and observe effect on equipment and power source.

Observe function of power controls and alarm features during
conduct of test.

Results -All comments, observations, measurements, difficulties, or
inadequacies should be compiled and applied to appropriate area.

11-10
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2. Internal characteristics - signal characteristics, error rate, component
reliability, message accountability, adjustment limits, operational limits, message
handling capacity, mechanical and electrical limitations, and alarm features.

3. Associated characteristics - maintenance requirements, personnel

requirements, installation requirements, and logistic requirements.

11-3. SUBSYSTEM TESTING.

a. The second step in pre6perational testing is that of subsystem testing.
Theoretically, this phase of testing will begin as the equipment testing phase ends
and as the various individual items of equipment are assembled and tied together
to form a functional grouping. Practically, it will be found that certain subsystem
tests will develop and be conducted as installation progresses and before or during
equipment testing.

b. A fine line cannot be drawn between one form of testing and another.
There will be times when logical functioning of subsystems will make desirable
integration of subsystem testing with individual items of equipment and other
subsystems. Under this premise, there may be grouping of certain subsystems for
testing in which these subsystems are closely related to each other and the function
of one is dependent on the other. Normally, general tests can be applied to
subsystems as they begin to reach their final configuration and functional tests
will be prepared and conducted as the functions of the subsystem dictate.

(1) General tests (subsystems).

(a) The basic rules of applying general tests to subsystems are the same as
those discussed previously for general testing of equipment items. In many instances,
general tests performed on individual items will be sufficient and further testing
of this type will not be required. In other cases, modified general testing covering
some parts of tests previously applied will be indicated.

(b) As an example, general testing of a teletypewriter circuit would be a
waste of time after the same tests have been conducted on the individual machines,
on the other hand, a complete antenna subsystem could require some of the same
general tests that were applied to individual parts of the same subsystem. Regardless
of the decisions made for general type testing of subsystems and the extent to
which these tests are carried, the sample tests (tables 11-2 and 11-3) are applicable
and the same general rules are valid.
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(2) Specific tests (subsystems).

(a) In preparing specific tests for subsystems, keep in mind that the objectives
are to test the functional characteristics of the subsystems. In most cases, the
function of any one subsystem is directly related to one or more other subsystems.
Consequently, the results of tests of one subsystem may apply to other subsystems.

(b) As can be seen from the inputs and outputs, shown in tabe 11-3, some
questions about associated systems can be answered while conducting the specific
tests on the antenna subsystem. For instance, the transmitter, servo, and equipment
control subsystems must put out the proper signals to test the antenna. Conversely,
tests to determine if the antenna is functioning properly in supplying information
and signals to the receiver, computer, and display subsystems could be conducted
without the benefit of an actual hookup to these systems.

(c) Consider the example of the antenna subsystem, shown in figure 11-1,
and evolve some possible areas for specific tests. Even though the diagram shows
a very simplified version of a typical antenna system, some areas immediately stand
out. From these it is possible to establish certain functions that this subsystem
must perform and assign specific tests that must be conducted to determine that
the system is performing its functions properly.

(d) -As with any antenna system, a basic function of the system is to receive
rf from the transmitter subsystem and radiate this rf to the distant receiving station.
The reverse of course is also a function; i.e., the antenna receives rf from the
distant transmitting station and distributes it to receiver components of the local
station. Thus, we have the basic ingredients for two specific tests.

(e) Carrying this reasoning one step further, it is obvious that the antenna
is directional and steerable and must be pointed in the proper direction. This opens
up an area for the testing of proper control functions, either from programmed
directions inserted through the servosystem or manual directions from the
equipment control console.

(f) The third basic area is positioning readout or notification of where the
antenna is pointing at any time. Several specific tests can be prepared in this area.
The intent is not to write definitive tests, but rather to establish basic rules and
guidelines for formulating these tests. The examples of specific tests derived from
the simplified block diagram are to be construed only as examples. It is assumed
that this general type of reasoning will be followed for all subsystems. As definite
information becomes available for specified items of equipment, more functional
characteristics will be apparent and more complete specific tests will be possible.
It is the responsibility of the individual concerned with testing to gather all the
necessary data available for the particular items to be tested. At this point, the

I
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Figure 11-1. Typical antenna subsystem block diagram.
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application of good basic common sense will result in sound and practical specific
tests that will determine the suitability of the subsystems Wu perform their intenued
functions.

11-4. SYSTEM TESTING.

a. In paragraph 11-2, various steps were presented for planning and
implementing testing. If the different phases of testing have been conducted as
installation progressef and if results are conclusive for each step, the system testing
should fall into place with little trouble. This, of course, is not meant to imply
that system testing is of minor importance or that it requires less effort. On the
contrary, this portion of the testing process is the ultimate goal and on these tests
is based the final determination of whether the system is GO or NO-GO.

b. In this phase of the testing, the objectives will be primarily functional
in nature; that is to say, general tests are to all practical purposes completed.
Throughout the equipment and subsystem tests, it was obvious that a shift was
occurring from emphasis on general testing in the equipment stage to functional
testing in this, the system stage. As a result, this section will only discuss functional
tests.

c. Figure 11-2 is a symbolic representation of a typical ground station layout
showing !inks. This illustration represents a ground station with four satellite link
terminals and two links connected to separate DCS switches. These switches in
turn are shown tied to various subscribers.

d. Another representation of the same basic ground station is shown in figure
11-3. This is a simplified block diagram showing substantially the same breakdown.
In this figure, the communications channels are depicted by the large solid arrows
and the importance of proper subsystem testing becomes apparent. If all subsystems
are functioning properly, the system should function as designed. It is, of course,
very necessary to plan and perform the proper tests to assure that this is the case.

e. Needless to say, there is no set method of starting or conducting tests
that will determine the proper functioning of such a complex system. Responsible
individuals must apply known facts and requirements in the process of evolving
suitable tests. For the purpose of illustration, system testing has been divided into
three general test areas: testing the interconnect link, testing the satellite link, and
testing the complete linkage from the DGS subscriber. Figure 11-4 shows two
simplified earth terminals, each with one intersite link to the DCS switch and;
hence, to a DCS subscriber. The purpose is to test the compatibility and capability
of the interconnect link to meet the message handling requirmmtent of the subscriber
to and from the ground station.
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Figure 11-3. Typical earth terminal layout diagram.
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f. In figure 11-5 the same two earth terminals are shown; the purpose is
to test the capability of the satellite link between the earth terminals to meet
the imposed requirements. Figure 11.6 shows a complete satellite communications
system. All links are depicted. Starting with the subscriber, the flow is through
the DCS switch, to the earth terminal, to the satellite, to the appropriate distant
earth terminal, through this terminal to the designated DCS switch and; hence,
to the ultimate designee. Any message traversing this path would travel the entire
length of the communication system from subscriber to subscriber.

g. In preparing system tests, as with previous tests, the guiding principle
must be: What is the system supposed to do? All communications and design
specifications for the system must be gathered and correlated. From them the tests,
aimed at proving the capability of the system to meet these specifications, can
be documented. This documentation should include the objective of the particular
test, methods used to prove the objective, results obtained, and necessary changes,
if required.

11-5. OPERATIONAL TESTING.

a. As installation tests near completion, operational tests will be phased
into the program, often in conjunction with the more advanced installation tests.
Operational tests are those tests devised and conducted to determine the operational
capabilities of the system. As such, they may be divided into two testing areas
consisting of preoperational tests and traffic tests.

b. In both areas, several methods of performing the tests may be used,
depending on the availability and configuration of equipment. Paragraph 11-6 deals
with these testing areas and the methods most commonly found, and will establish
guidelines for specific tests.

11-6. TESTING AREAS.

a. Preoperational Tests.

(1) Just as it is impossible in most cases, to turn on a television set or radio
and have the desired reception immediately available without some adjustment,
so it is impossible to walk into a satellite communication station, turn on the
power and start communicating through the satellite. Certain procedures must be
followed; certain measurements and checks must be made, certain levels must be
established, and all systems must be checked out before attempting to communicate.

(2) To the communications man, this is normal practice, regardless of whether
the type of communications is hf radio, microwave, wire, or cable. The most
noticeable difference to the satellite communications man, under the present
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state-of-the-art, will be the extensiveness of the tests required and the amount of
time necessary to conduct these tests. General typ~es of preoperational tests are
identified in paragraph 11-8.

b. Traffic Tests.

(1 ) After ensuring that the station is ready for operation, as determined by
the preoperational tests, the next step is to pass traffic through the systernm Many
types of testing may be considered at this point.

(2) The guiding principles will be the requirements for specific types of traffic
and the capabilities of the equipment to meet these requirements. As with
preoperational tests, general types of traffic testing are identified in paragraph 11 18.

11-7. TESTING METHODS. At the present time, three basic methods of
conducting operational tests are in use. In many stations, use is made of all three
of these methods, depending on the equipment available. These methods are
discussed below.

a. Collimation Tower.

(1) In this method, a tower is errected at a known distance and direction
from the center of the antenna pedestal. The baseline from the antenna to the
tower is very accurately surveyed. Equipment that will simulate the performance
of the satellite is placed in this tower. Although most types of system tests can
be per-formed using the collimation tower and the satellite simulator, one of the
principal tests commonly associated with the collimation tower is that of
boresighting the antenna. During this procedure, the electrical axis of the antenna
is aligned with the azimuth and elevation indicators. This is done by transmitting
a beacon signal from the tower, locking onto this signai, and, using the
manufacturer's alignment procedures, adjusting the azimuth and elevation indicawors
to the precise azimuth and elevation determined by the survey.

(2) In addition to alignment of the electrical axis, alignment of an optical
axis is often provided. The object is to bring the optical axis into line with the
electrical axis. This is usually accomplished by mounting a telescope on the antenna,
adjusting it when the antenna is locked onto the transmitted signal, and recording
the exact position. This alignment is useful in checking the pointingj accuracy of
the antenna at positions other than the collimation tower. Inasmuch as many factors
may cause a shift in the axis of the antenna, alternate known points around the,
compass must be used as reference. These reference points generally consist of
star shots. The optical axis of the antenna is p~ointedl at a known star; readings
are taken from the azimuth and elevation indicators and compared to the previously
established reference information.
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b. Flyby Tests.

(1) This method of testing is aptly named inasmuch as it consists of placing
a satellite simulator in an aircraft and flying by the station.

(2) As with the collimation tower, practically all of the system tests can
be accomplished through the use of the flyby procedure. This method is particularly
good for checking the tracking capability of the system.

c. Satelhte Tests.

(1) This is, of course, the ultimate method of testing the system; however,
its obvious drawback is that a satellite must be available in order to perform such
tests.

(2) When this situation exists, whether the satellite in use is the planned
subject or another with similar characteristics, the final checkout of the station
can be accomplished.

11-8. TEST GUIDELINES.

a. Preoperational Tests.

(1) Owing to the variety of equipment in use in satellite communications
earth terminals, specific tests cannot be devised; however, general tests will be shown
for the preoperational area.

(2) In preoperational testing, five general areas are normally considered. These
areas are set forth in b through f below, together with an explanation of some
types of common tests for each area.

b. Servo and Tracking Area.

(1) Control and calibration checks are used to visually check all control
functions to assure smooth operation. When this is accomplished, the antenna and
servosystem is calibrated against a known reference, usually the collimation tower.
Such items as error rate of the synchros, elevation and azimuth tracking error,
elevation and azimuth tachometer signals, and elevation and azimuth torque bias
!re checked against established known references.

(2) Tracking receivers are checked by testing such items as tracking sensitivity
and lock on sensitivity in both manual and automatic modes. Additional
fr,aasurernerits are made of such things as am detector output (no signal input),
Aiscrminator output (locked condition), and balance error.
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c. Communication Receiving Equipment.

(1) Paramp gain, calibration, and functional checks and recordings will be
made of the receiver front end and will be evaluated against known references
to determine a GO or NO-GO condition. Recordings will be made of the following:
paramp chamber temperature, pump level, diode bias current, repeller voltage of
the pump klystron, diode bias voltage, beam voltage, beam current, pump power
and pump frequency, and paramp gain.

(2) Receiver calibration tests will be performed to determine input to the
paramp, S/N ratio, receivc threshold (receiver breaks out of lock), adequacy of
the afc capture range, and functioning of the search feature. System distortion,
response, and modulator frequency deviation tests will be performed. All modes
will be checked during this process.

d. Communication Transmitting Equipment.

(1) Transmitter runup procedure, as is standard with all high power
transmitters, will be accomplished in steps. As these steps are accomplished, visual
note will be taken of all warning devices.

(2) As the runup proceeds, readings and recordings will be made of the
various functions. These include: low power heat exchangers, exciter checkout and
calibration, high power amplifier checkout and calibration, and low power amplifier
checkout and calibration.

e. Associated and Test Equipment.

(1) Associated equipment is used throughout all tests and checks. This
equipment consists of various types of recorders (graph and magnetic), timing, and
frequency standards. All of this associated equipment must be calibrated and
reference levels set before attempting to perform tests with the basic equipment.

(2) Test equipment, used to obtain system readings and references, must be
constantly checked against known calibrated sources to ensure accuracy.

f. Traffic Tests.

(1) Although the preoperational tests are representative and are not intended
to be complete, they will upon completion, indicate the beginning of the last type
of testing to be conducted prior to instituting the operational communications
system. This is the actual running of traffic through the system on a test basis
prior to turning the system over to the final users. During this testing all types
of traffic, for which the system was planned, will be used.
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(2) This traffic will include voice, teletypewriter, data, facsimile, and
television (if the system has the capability). Also the system's secure features and
antijamming provisions, if applicable, will be tested. Definite deviations of test runs
or specific tests cannot be predetermined and will be, in each case, an individual
matter which will depend on the requirements and the capability of the system,
as well as, on the actual operational conditions prevalant. Upon completion of
the traffic tests, the system can be handed over to operational personnel.
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COMMUNICATION SYSTEM MEASUREMENTS

12-1. GENERAL.

a. Correct measurement techniques are usually acquired through experience.
Many docuiments presenting various methods of measurement are available, but
field or laboratory experience provides the best background. However, extensive
experience is not necessary for the avoidance of many of the mistakes commonly
made.

b. Improper terminations, lack of a termination, or mismatched impedences
are common errors which result in erroneous data and repeated tests. Unless the
person performing the test is absolutely sure of the test circuit, he should not
proceed.

C. Lack of adequate grounding, no ground at all, or ground loops will cause
the test to become invalid.

d. Overdriving the input of an amplifier will always result in high distortion,
excessive noise and, probably, hum. The inputs and outputs of amplifiers should
be monitored regularly to avoid this common mistake.

e. Impedance mismatching will always result in a decrease of the power
being transferred and should always be avoided, unless the specific test intentionally
calls for it.

f. Equipment terminals may be balanced or uinba lanced. Transformers and
other devices are available for interconnecting the two types. Care should always
be taken to ensure proper conversion.

g. Tip and tip jacks on a double plug have grooves along one side to denote
polarity. It is good practice to have the grooves positioned consistently on one
side to avoid the possibility of crossing wires when interconnecting equipment.

h. Voice frequency circuits are parallel circuits, in contrast with teletype
circuits which are series circuits. This difference greatly affects test circuit wiring,
and care is necessary to achieve the correct hookup.

i. One guideline should definitely be followed. If the test or data does
not make sense or give reasonable numbers when performed, either run it again
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or, if time is short, note all factors and suspicions and submit them with the test
data. This cannot be overemphasized.

12-2. AUDIO FREQUENCY MEASUREMENTS.

a. Amplifier Frequency Response.

(1) Amplifier frequency response measurements ensure that the amplifier will
pass the required band of frequencies.

(2) Frequency response measurements are accomplished by injecting a
fixed-level signal at the input and measuring the output, while varying the frequency
across the desired band. A typical amplifier frequency response test configuration
is presented in figure 12-1.

(3) The signal generator provides the range of frequencies desired. The
attenuator regulates the signal generator output to the required amplifier input,
as measured by voltmeter No. 1. Voltmeter No. 2 measures the outputs of the
amplifier as the signal generator is varied through the required amplifier passband.

b. Audio Distortion.

(1) Audio distortion measurements are required to ensure that audio
distortion will not exceed levels at which deterioration of the signal will occur.

(2) Audio distortion measurements are accomplished by injecting various
frequencies at a specified level into the amplifier under test. The amplifier output
is mixed with the output of another signal generator at the same signal level and
frequency and 180 degrees out of phase, as shown in the figure 12-2 test
configuration.

(3) The audio signal generator at the amplifier output is tuned for a minimum
reading (null) on the meter or oscilloscope. The difference between the indlicated
null and a zero indication on the meter or oscilloscope is caused by the distortion
of the amplifier. One type of distortion analyzer is an instrument having a mixer,
meter, and audio signal generator. Several types of distortion analyzers exist.

1 2-3. RADIO FREQUENCY MEASUREMENTS.

a. Deviation at Frequency Modulator Output.

(1) Measurements of deviation at the fm modulator output are required to
ensure that the proper deviation for the specified modulation index exists. While
direct reading deviation meters do exist, the Bessel null method is accurate over
a wider range of frequencies.
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(2) The Bessel null method of deviation measurement makes use of the
characteristic that when peak deviation is 2.4 times the modulating frequency, the
carrier will null and maximum deviation of the carrier, for that specified input
frequency and level, will occur. A simplified measurement configul-ation is shown
in figure 12-3.

(3) The audio signal generator supplies audio frequencies at variable power
levels to the modulator. The frequencies and power levels at which the null occurs
are plotted and a deviation curve is established for the modulator.

b. Carrier-to-Noise Measurements.

(1) During the Syncom program the communications and beacon carrier levels
were measured by precalibrating the receiver agc voltage in terms of carrier power
at the input of the paramp. During subsequent satellite tests, the agc voltage was
recorded and converted into dBm using the calibration data.

(2) This method has two serious shortcomings; the front end receiver gain
changes and the agc response varies due to carrier modulation, which affects the
validity of the calibration data.

(3) A new method has been devised in which the IF C/N ratio is measured
and absolute carrier level obtained by computation, using the system noise
temperature. Since gain variations in the paramp and IF strips preceding the detector
do not alter the ratio, the first problem is eliminated. However, modulation of
the carrier will probably affect the result and attention to this fact will be necessary
during the test program. The theory and procedure for this new method are given
below.

(a) Theory of carrier level measurement using IF carrier-to-noise.

1. Assume that some measurement technique has determined that the IF
C/N ratio is 7 dB, using an amplitude detector with a 10-kHz filter. Suppose also
that the system noise temperature of the receiving system has been measured and
is 200 K referenced to the input of the paramp.

2. In chapter 4, it was determined that the average noise level for a 10-kHz
band at 200 K is:
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Figure 12-3. Test configuration for fm output measurement
block diagram.

N = kTB (mW)

= 10 log1 0 TB - 198.6 (dBm)

= 10 log1 0 (200 X 104) - 198.6

= -135.6 dBm (12.1)

3. Since the noise level referenced to the paramp input across 10 kHz is
-135.6 dBm and the C/N ratio (which will be the same at the paramp as at the
detector input) is 7 dB; the communications carrier level at the input to the paramp
has to be -128.6 dBm. It must be remembered that the ratio will hold constant
only when referenced to the same bandwidth. This is a basic principle of the
measurement technique and must be clearly understood before proceeding further.

(b) Measurement procedure.

1. The diagram (fig. 12-4) illustrates the basic circuit used in the
measurement of the C/N ratio using a fictitious receiver with a predetection IF
of 10 MHz. The IF is tapped off, buffered through an amplifier and sent to the
test van. Once in the van, the signal is padded and sent into a mixer. The mixing
frequency is selected by switch S-1 from one of two local oscillators. The output
of the mixer is applied through a 10-kHz wide filter, centered at 500 kHz, and
finally transmitted to a linear detector. The detector provides a dc output voltage
linearly related to its input power in dBm over a 40-dB range.
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K Figure 12-4. C/NV ratio measurement circuit block diagram.

2._ The measurement procedure begins by placing switch S-i in position A.
This causes the carrier (centered at 10 MHz) to b~e translated down to 500 kHz,
passed through the filter, and detected. The dc voltage is measured and recorded.

3. S-i is placed in position B, which causes a 1O-kHz portion of the IF

signal, centered at 10.05 MHz, to be translated down and appear at the output
of the filter. Since the carrier, unmodulated in this case, was centered at 10.00
MHz, only noise is detected. The dc voltage is measured and recorded.

4. The voltage difference between the two readings, when converted to dB
using th e a rin dat detector, is the C/N ratio of the IF for a 10-kHz
noise bandwidth. The diagrams (fig. 12-5) illustrate the frequency translation

4IF scheme.

5. The system noise temperature will be measured using equipment available
within the link terminal. Using the kTB formula for the 10-kHz bandwidth, carrier
eve in dBm is easily obtaIned.

6. The entire process can and will be automated using a computer for several
bandwidths, and for several IF frequencies of interest. The several bandwidths will
be switch-selected, with contact closure indications to inform the computer which

B to use in the computation.
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Figure 12-5. Frequency translation diagram.

c. Test Tone-to-Noise (Audio Signal-to-Noise) Ratio.

(1) Test tone-to-noise measurements provide an indication of the quality of
the audio signal. This is accomplished by comparing the signal and noise on a
modulated carrier with the noise on an unmodulated carrier. The higher the ratio
of signal plus noise-to-noise, the higher the quality of the signal. The measurement
is accomplished using the test configuration in figure 12-6.

(2) A reading is taken on the true rms voltmeter of the demodulator output
with no modulation on the carrier (carrier plus noise). This reading is compared
with a reading taken at the demodulator output of a carrier modulated at a specified
level. The ratio of signal plus noise-to-noise (carrier only) is indicative of the quality
of the received signal.

d. Amplifier Gain, Attenuator, or Cable Loss.

(1) A gain or loss measurement will indicate the specific quantity of gain
, or loss, as applicable, of an amplifier, attenuator, cable, other component, or an

entire system. This measurement is accomplished using a test setup similar to the
configuration shown in figure 12-7.

(2) With impedance properly matched, a comparison is made (on specified
frequencies) between input and output; this indicates gain or loss.

e. Envelope Delay Distortion.

(1) Envelope delay distortion measurements provide an indication on
nonlinear phase shift characteristics in the amplifier passband. Nonlinear phase shift
has a negligible effect on am; however, it highly degrades fm signals since fm is
actually a form of phase modulation and the nonlinear phase shift causes unwanted
modulation which is, in itself, distortion.
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Figure 12-6. Test tone-to-noise measurement configuration
block diagram.
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Figure 12-7. Gain/loss measurement configuration
block diagram.

(2) The test configuration for measuring envelope delay distortion is shown
in figure 12-8.

(3) The signal generator is adjusted to the center frequency of the passband
and the variable delay is adjusted so that both indications are coincident. The
signal generator carrier frequency is adjusted (in equal increments) to various points
throughout the passband. The delay between the two oscilloscope traces
(differential delay) is plotted resulting in an envelope delay distortion curve.
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Figure 12-8. Envelope delay distortion measurement configuration
block diagram.

Commercial envelope delay distortion analyzers use a sweep generator which permits

the entire passband to be analyzed simultaneously.

12-4. MICROWAVE MEASUREMENTS.

a. Voltage Standing Wave Ratio.

(1) The voltage standing wave ratio (vswr) measurements give a qualitative
indication of the condition of transmission lines, waveguides, and their terminations.
On transmitter-to-antenna waveguides or coaxial lines, a high vswr indicates high
power reflected back from the antenna and can damage the output amplifier. On
receiving lines, a high vswr results in a poor system noise temperature; in most
cases these transmission lines precede a paramp or other low noise amplifier.

(2) The vswr is usually measured using the configuration shown in figure
12-9. The signal generator provides an am audio signal modulating the signal
generator output at the required frequency. The swr probe is moved along the
slot and picks up relative amplitudes corresponding to the standing wave pattern.
The ratio of maximum to minimum pickup (swr) is indicated directly on the swr
indicator. Most transmitters have directional couplers and swr indicators built into
the waveguide at the transmitter output.
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Figure 12-9. Test configuration for vswr measurement block diagram.

b. Noise Temperature.

(1) The noise temperature measurement indicates the amount of noise added
to the signal by the receiving system. Normally, the noise temperature of the system
is predetermined through design and selection of components. However, it must
be measured from time to time to provide an indication of whether the noise
temperature has changed or deteriorated over a period of time.

(2) Aside from direct-reading automatic equipment, which is sometimes
provided as an integral part of a system, the Y-factor method is the preferred
method of measurement.

(3) 1 he test configuration for the Y-factor measurement system is as shown
in figure 12-10. The Y-factor of noise temperature measurement is the most accurate
method known. Using correct equipment and procedures, accuracy is within 0.1
dB of the reading obtained.

(4) With the noise generator off, the attenuator is adjusted to set a reference
level on the meter. The attenuator reading is recorded. The noise generator is turned
on and the attenuator readjusted to return the meter to its original reference. The
difference between the NOISE SOURCE OFF and the NOISE SOURCE ON
attenuator reading is the Y-factor. This Y-factor can be converted to noise
temperature in kelvin by calculation or by reference to charts and graphs.
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Figure 12-10. Y-factor noise measurement configuration block diagram.

12-5. HIGH SPEED DATA ERROR RATE.

a. General.

(1) High speed data error rate or bit error rate (ber) is an important measure
of the quality of a digital circuit.

(2) Most digital circuits have a requirement to pass data with x number of
errors in y bits measured over m time period at a data rate of r bits per second;
i.e. one error in 1,000 bits per one minute time interval at a data rate of 1,000
bits per second, meaning a total of 60 errors would be allowed in a one minute
time interval.

b. Test Method.

(1) The ber of a digital (data) circuit can be evaluated using the test
configuration in figure 12-11.

(2) A pattern is produced by a random pattern generator at station A and
transmitted to station B where an identical pattern is produced. The transmission
test set compares the two patterns and registers any differences as errors. These
errors are counted and/or recorded over a specified time interval. This reading,
or recording, would then be compared to the specified error rate.
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Figure 12-11. Bit error rate digital circuit configuration block diagram.

12-6. PHASE JITTER.

a. General.

(1) One factor that can influence the ber is phase jitter. The degree of
influence is determined by the type of system (synchronous or asynchronous).

(2) Phase jitter is characterized by rapid incremental changes in phase of
a given frequency transmitted' through a voice frequency channel.

b. Test Method.

(1) The test configuration in figure 12-12 may be used to evaluate the
presence and the amount of phase jitter.

(2) Phase jitter [IA/0 1 is obtained by displaying the receive signal Ift + IA0l°0

on channel A of the dual trace oscilloscope and comparing it to the reference
signal [ft that is injected into channel B by the oscillator. Phase jitter is the
deviation [IAlOI of the received signal If, + IAOI} about the reference signal [fj.
IAzl' is calculated as:

12-12



15 April 1974 CCP 105-5

o 0 7
U -

41O

Q 0 C

> IaJ

0r 2
co-

'4.

CY IrIr El
uj W (3

U. L.

1-1



CCP 105-5 15 April 1974

164~00 (360P/T) 0IA01 HD) (HSR) (12.2)

where

T is -for f, in MHz
ft

HD is oscilloscope horizontal divisions

HSR is oscilloscope horizontal sweep rate

12-7. IMPULSE NOISE MEASUREMENT.

a. General.

(1) Impulse noise is another factor that will influence the ber of the data
system. The noise spike may alter one or more bits in a message and cause an
error.

(2) The impulse noise of a system can be evaluated using the test
configuration in figure 12-13.

b. Measurerrent Technique.

(1) The data channel is terminated in its characteristic impedance at the
transmit station. The corresponding channel at the receive end of the system is
terminated with the impulse noise counter.

(2) The channel is monitored for a specified time interval. At the end of
the time interval, the number of hits can be read directly off the impulse noise
counter.

12-8. DELAY DISTORTION MEASUREMENT (ENVELOPE DELAY).

a. General. A third factor that influences the ber of a data system is delay
distortion. The amount of delay distortion will be specified for a given data rate.

b. Test Method.

(1) The test configuration (fig. 12-14) may be used to evaluate the amount

of delay distortion in a given channel.
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2)The data channel under test is looped back at the B terminal. A delay
measuring set is used at the A terminal. The measuring set is used as directed
in the operating instructions for the set. The amount of delay distortion (envelope
delay) may be read directly from the measuring set. The amount of delay read

is divided by two (2) to give the delay for a one-way path.
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